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Abstract
The problem of clustering and classification is a key task in the field of artificial intelligence. Due to the increasing amounts
of data in the digital world, existing solutions must be quickly adapted to them. Unfortunately, some solutions have quite big
limitations. An example of what is k-nearest neighbors (k-nn). In this paper, we propose two improvements, which can be
used for increasing the accuracy of used tools and decrease the operating time. Described modification focus on introducing
class representatives and voting mechanism among the best data. Voting is carried out on samples that have achieved some
degree of being the best, such as above the average distance among all of them using the Euclidean metric. The proposed
solutions are tested and analyzed against the original version of k-nn.
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1. Introduction
The growth of the digital world comes down to increasing
the amount of information. All data is most often ana-
lyzed and used in various practical applications. Hence,
a very important problem is the method of searching,
analyzing, and classifying the obtained data. A very im-
portant element and operation is modeling new solutions,
as well as modifying the existing ones.

Recent years have shown that the use of intelligent
tools such as neural networks [1, 2], k-nn [3] has a great
practical application in the system of ship’s monitor-
ing [4, 5] and Internet of Things solutions [6, 7, 8]. Newly
entered data in any system must be quickly tagged or
marked with some classes for further processing. Here,
the most important parameters are not only the accu-
racy of the tool but also the time of processing the new
samples. In this case, when huge amounts of new infor-
mation are obtained, the long processing time may result
in queuing and even overloading the system. This work
focuses on the analysis and modification of the classical
k-nn clustering algorithm. The main contribution of this
paper are:

• improving k-nn by analyzing only the represen-
tatives of classes.

• analyzing the k value by voting only through the
best samples.
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2. Related works
Despite the passage of years, k-nn is still used and im-
proved. This is evidenced by the latest research results
published by scientists from around the world. An exam-
ple of this can be shown in [9], where an algorithm was
used but with modification to only one-class rule and
with adaptive Mahalanobis-squared distance. A similar
idea was presented in [10], where k-nn was combined
with a meta-heuristic algorithm inspired by the cuckoo
search idea. This solution was analyzed in a multidi-
mensional knapsack problem and the obtained results
present great potential in such an approach. Moreover,
there are ideas of using clustering method in some clas-
sifiers like SVM, CNN, etc. [11, 12, 13, 14]. Except for
the mentioned disadvantages like time computational,
there is an aspect of security which was examined by
research in [15], where the practical differential privacy
was shown. Again, in [16], the multi-dimensional clas-
sification with augmentation method using k-nn was
presented. Other latest modifications and hybridization
are optimizing this tool by many systems [17].

An example of using k-nn is traffic congestion mon-
itoring system [18, 19, 20], or mapping the leaf area in-
dex [21]. Another important application area is organic
solar cells defects classification [22], or even recommen-
dation systems [23, 24].

3. k-nn algorithm in machine
learning

In artificial intelligence, the k-nn algorithm is used to
assess new objects according to those in the provided
database. The class of such objects consists of a set of
parameters and the boolean-type outcome. Based on the
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parameters, the algorithm chooses k objects (referred to
like the neighbors) from the database and appropriately
to their outcome, evaluates those new objects.

For every new object to assess, the process can be
divided into 4 steps:

• Calculating the Euclidean distance between the
object and each one existent in the database.

• Sorting the database by the obtained length.
• Choosing k neighbors.
• Voting among the neighbors.

The main idea behind this algorithm is to consider k
objects that are most familiar to the one being evaluated,
so those k-objects that are closest to the assessed one
in p-dimensional space (where p stands for the number
of appraised parameters of the class). The distance is
calculated by the euclidean distance formula given below.
Euclidean metric:

𝑑(𝐴,𝐵) =

⎯⎸⎸⎷ 𝑛∑︁
𝑖=1

(𝐴𝑖 −𝐵𝑖)2 (1)

where
d - distance between two points
n - number of dimensions in which two points are de-
fined
A, B - two points in n-dimensional space
𝐴𝑖, 𝐵𝑖 - coordinate values of two points in i-dimension

Having calculated the distances and sorted the data by
their values, the algorithm carries out the voting among
k-chosen neighbors. The outcomes of the neighbors are
counted up and the one in the majority wins resulting in
the new object being given a corresponding outcome.

From mathematical point, the k-nn can be defined as
probability estimator, where the posteriori membership
of p sample to k class is calculated as:

�̂� =
1

𝐾

𝑛∑︁
𝑖=1

𝐼(𝑑(𝑝, 𝑝𝑖) ⩽ (𝑝, 𝑝𝑘))𝐼(𝑦𝑖 = 𝑘) (2)

where 𝑝(𝑘) is K-th point from the training sample 𝑥𝑝

and 𝑘 = 1, · · · , 𝐿. Then, the k-nn classifier has a form
of:

�̂�𝐾𝑁𝑁 (𝑝) = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑘

�̂�(𝑘|𝑝) (3)

The algorithm raises two major concerns:

1. Time complexity. The complexity of the k-nn
algorithm is.

𝑂(𝑛2𝑙𝑜𝑔 𝑛)

where n is the number of elements in the database.
Furthermore, the accuracy of the algorithm de-
pends highly on the number of objects. The more
objects we account for, the higher the chance of
finding more familiar ones to the one being as-
sessed.

2. Choosing k.
There is no one way to decide how many neigh-
bors should be considered. There are many ap-
proaches to do so. In this paper, some of them are
described and compared.

4. Proposition

4.1. Finding most accurate k for given
database

The basic approach is to choose that k which is most
accurate for the provided database. The process of finding
the k need not be performed more than once per database.
The algorithm of that is as follows:

In the algorithm above, correct variable is an array con-
taining integer values indicating the number of objects
from the validation group which was correctly assessed,
for each k being considered.

Having the array as an output, we can now find k
value with the most properly assessed objects, so the
k we are looking for. By finding the greatest value in
the array, k value is its corresponding position in the
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array. Furthermore, we can calculate the accuracy by the
following formula:

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 * 𝐹𝑁
(4)

where TP means true positive, TN true negative, FN
falsenegative and FP false positive.

4.2. The mean method
Another approach aims not to find one universal k, but
rather have it calculated while assessing every new record.
In the mean method, only those neighbors have consid-
ered whose distance is no greater than the mean distance.
The pseudo-algorithm of the method is presented in Alg.
2.

In the algorithm above, correct is an integer variable in-
dicating the number of objects from the validation group
which was correctly assessed. The 𝑜𝑏𝑗𝑒𝑐𝑡𝑡 · 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 is
the distance between the object from the training group
and the one from validation-group, that is currently being
considered in the loop.

4.3. Reducing the size of the database
only to the representative objects

The last method examined in this paper is partially a
modification of the first method. The main goal of this
method is to transform the database in such a way that
will not affect the effectiveness of the algorithm itself and
at the same time will improve its time complexity.

5. Experiments
All tests were carried out on a computer with the follow-
ing specifications:
Processor: Intel(R) Core(TM) i5-2400 CPU @ 3.10GHz
3.30GHz
Installed RAM: 24GB
System Type: 64-bit operating system, x64-based proces-
sor
The database used in the experiments consists of data of
768 patients defined by the 8 following parameters:

1. No. pregnancies.
2. Glucose level.
3. Blood pressure.
4. Skin thickness.
5. Insulin level.
6. BMI.
7. Diabetes Pedigree Function.
8. Age.

Each object is also given a boolean outcome, indicating
whether the patient is diagnosed with diabetes or not. In
the following results, the time efficiency and accuracy are
compared. The accuracy is calculated by the following
formula:

𝑎(𝑘) = 𝑉𝑘 ÷ 𝑉𝑠 (5)

where 𝑉𝑘 ⩽ 𝑉𝑠

a - accuracy [%]
k - given k value
𝑉𝑘 - number of the objects from validation-group prop-
erly assessed for a given k
𝑉𝑠 - number of objects in validation group

In this paper, the results were rounded to ones.

5.1. Algorithm 1:
In Fig 1, relation between k value and obtained accuracy
is presented. The visible plateau forming after k value
exceeds 155, is a result of organising the database be-
forehand in such a manner, so it would give that specific
result. By doing so, we were assured that the algorithm
did not contain unexpected errors.
In table 1, top 10 most accurate k values are displayed.
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Figure 1: Accuracy(k)

Table 1
Sample value

k Accuracy [%]
17 77
31 77
35 77
16 76
18 76
26 76
27 76
9 75
12 75
13 75

5.2. Algorithm 2:
In this method, the k value is constantly changing. There
is only one result regarding the whole validation group:
accuracy equal to 66%. It is also worth mentioning, that in
this case, the accuracy formula changes slightly. Instead
of using 𝑉𝑘 , we use 𝑉𝑐, which stands for the number of
objects validation-group correctly assessed. The formula
changed ever so slightly is presented then as follows:

𝑎(𝑘) = 𝑉𝑐 ÷ 𝑉𝑠 (6)

5.3. Algorithm 3:
As shown in Fig 2, the number of objects in the train-
ing group and as a result, k values to consider is much

Figure 2: Accuracy(k) - algorithm C

lower. That is because the size of the reformed training
group becomes dependant on the number of parameters
we consider, as well as the number of different possible
outcomes the object may have. The size of the group is
as follows:

𝑇𝑠(𝑁𝑝, 𝑁𝑂) = 𝑁𝑂 · (2 ·𝑁𝑝 + 1) (7)

where

𝑇𝑠 - size of the training group
𝑁𝑝 - number of parameters being considered
𝑁𝑂 - number of possible outcomes

In our example, we considered 8 parameters and 2
possible outcomes for every patient, resulting in the size
of the new training group being equal to 34. As a result,
there was a significant improvement in the number of
calculations to perform. Furthermore, the most accurate
this method could get was 72% (for the k value of 16),
being only 5 percentage points lower than in the first
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Table 2
Average accuracy and mean execution time.

Method Top accuracy[%] Mean exec. time [ms]
A 75 2597
B 66 2599
C 72 140

method.
In the table 2, top accuracies and mean execution times

(obtained from 100 tries) are shown.

6. Conclusions
When analyzing results, a couple of things become ap-
parent. First, that the mean method improves neither
accuracy nor the time efficiency of the k-nn algorithm.
Second, that modifying a given database greatly improves
time efficiency, without significant accuracy loss. It is
worth repeating, that the sole effectiveness of k-nn algo-
rithm depends highly on the number of testing objects,
so on the size of the database, we are given. Having that
in mind, any time-complexity improvement should be
beneficial when provided much more data. The ineffec-
tiveness of the mean method can be further explained
by the fact, calculating mean distances is not a particu-
larly precise way of choosing the neighbors. The basic
method, providing accuracy for a range of k values pro-
duces much more precise insight into the objects in a
given database. Because of that, we suggest using that
method over the mean one, when it comes to choosing k.

The last method, being partially a modification of the
basic approach, should be chosen as a leading implemen-
tation of the k-nn algorithm. Yet, it can still be improved
greatly. Should there be more parameters or possible out-
comes, the time efficiency can be vulnerable. However,
we believe that by reducing the number of parameters
only to those significant, such problem should be omit-
ted. Nevertheless, creating class representatives is a great
way to improve the k-nn algorithm and it creates a base
for further optimizations.
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