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Abstract  
Improved models and algorithms for the architecture of a high-loaded risk resilient Web-system, whose 
main differences are the possibility of aggregation and sharing of large sets of heterogeneous computing 
resources to process information data distributed between geographically separated territories. The 
proposed model and algorithms allow the efficient and secure use of additional network resources 
connected to the functional network, in contrast to traditional approaches, when these resources are 
not available within a single computing node on an independent computing platform. Subsequently, 
innovative approaches have been developed to build high-load risk resilient distributed cluster software 
systems, which provides a significant increase in the total amount of effective processing of information 
flows of the node communication system as a whole. Therefore, the use of this approach is appropriate 
for distributed risk-tolerant software systems where rapid loss of information flows is highly 
undesirable. Next, algorithms were developed for automated load management of independent 
computer platforms of information data flows for efficient scaling (clustering) of risk-resistant software 
systems. 
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1. Introduction 
Balancing the load on computing nodes provides an even load of hardware and software systems on 
independent computing platforms. A risk-resistant software system that balances the computational 
load must automatically decide on which node to perform the affective calculations associated with 
the new information task. So, the main task of balancing is the process of effective support of the 
process of transferring (migration) part or the whole calculation from the most loaded computing 

 
CITRisk’2021: 2nd International Workshop on Computational & Information Technologies for Risk-Informed Systems, September 
16–17, 2021, Kherson, Ukraine 
EMAIL: pasyekanm@gmail.com (N.Pasieka); zora.rihova@trilogic.cz (Z.Říhová); marta.vohnoutova@gmail.com (M.Vohnoutová); 
nelli.lysenko@gmail.com (N.Lysenko); lysenkowa@gmail.com (O.Lysenko); vasylsheketa@gmail.com (V.Sheketa); 
pms.mykola@gmail.com (M.Pasieka); nataliia.kulchytska@pnu.edu.ua (N.Kulchytska) 
ORCID: 000-0002-4824-2370 (N.Pasieka); 0000-0003-3896-4297 (Z.Říhová); 0000-0002-8915-8626 (M.Vohnoutová); 
0000−0002−1029−7843 (N.Lysenko); 0000−0002−1029−7843 (O.Lysenko); 0000−0002−1318−4895 (V.Sheketa); 
0000−0002−3058−6650 (M.Pasieka); 0000-0001-9308-6840 (N.Kulchytska) 

 
©  2021 Copyright for this paper by its authors. 
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).  

 CEUR Workshop Proceedings (CEUR-WS.org)  
 



nodes to the less loaded ones, input factor loading i of i = 1, ..., r; uj – output parameter weighting, 
output parameter weighting j of j = 1, ..., s. 

When solving the problem of risky maximization of an efficiency criterion, the actual problem of 
having a share in the distribution of two linear aggregate quantities arises [46]. 

Also, the problem of maximizing the efficiency of risk-sustainable software Web-systems is called 
linear particle programming. At the same time, there are many possibilities for transforming linear 
particle programming into a linear programming problem. 

𝑓𝑓0 =
∑ 𝑣𝑣𝑖𝑖𝑥𝑥𝑖𝑖𝑟𝑟
𝑖𝑖=1

∑ 𝑢𝑢𝑗𝑗𝑦𝑦𝑗𝑗𝑠𝑠
𝑗𝑗=1

→ 𝑚𝑚𝑚𝑚𝑚𝑚! ,                                                                    (1) 

with ∑ 𝑣𝑣𝑖𝑖𝑥𝑥𝑖𝑖𝑟𝑟
𝑖𝑖=1

 ∑ 𝑢𝑢𝑗𝑗𝑦𝑦𝑗𝑗𝑠𝑠
𝑗𝑗=1

 ≥  1– or all modules m = 1, 2, …, n; uj ≥ 0,  j = 1, 2, ..., s;  vi ≥ 0, 

i = 1, 2, ..., r; yj – expression j – and the output parameter of the investigated computational module 
(node); xim – expression i – that input factor m – of that computing node with i = 1, ..., r and m = 1, 
..., n; yjm – expression j – that input factor m – of that computing node with i = 1, ..., r and m = 1, ..., 
n; vi – input factor weights i with i = 1, ..., r; uj – weighing the output parameter j with j = 1, ..., s. 

For further investigation we modify this nonlinear problem of risky criterion optimization using a 
complex fractional programming theory algorithm, a more traditional and less resource-intensive linear 
programming algorithm. Thus, the complex problem of optimizing the risk-sustainable efficiency criterion 
can be simplified to a linear problem using linear optimization techniques [28]. To obtain the efficiency 
criterion value for all computational modules (nodes), it is necessary to solve the maximization problem 
individually for each individual module involved in scientific research. In this case, the vectors xim and yim 
are each time replaced by the profile of input and output parameters of the computational module under 
study, respectively [24]. In the other problem of maximizing the risky criterion, they remain the same for 
each computational node [18, 30, 35, 45]. In this problem, constraints are imposed to ensure that qualitative 
efficiency values are found in the region between zero and one  (e0 ∈[0,1]). 

The main property of this model is formed from the constraint criterion of risky sustainable efficiency. 
Its target function proportionally tends to increase the output parameter of the observed computational 
module to the limit of the risk-sustainable efficiency criterion. When a certain function is mathematically 
decoupled, after applying the duality theorem to it, an equivalent or so called encompassing form is formed. 
The principle of duality when using linear programming indicates that for each considered direct linear 
model of optimization of the risk-sustainable efficiency criterion there exists a dual corresponding linear 
optimization model, and in the case of solving one model contains all expressions for solving the other 
model. Thus, the original optimized model will be treated as a direct linear programming problem. Using 
the dual method, we minimize the weighted sum of the input parameters in one normalized output parameter. 
Mathematical formulation of linear programming model when using dual method is carried out as follows: 

min𝑔𝑔0 =  �𝑡𝑡𝑖𝑖

𝑟𝑟

𝑖𝑖=1

𝑥𝑥𝑖𝑖,                                                                     (2) 

with g0 – the value of the efficiency criterion of the studied computing node; xi – expression i – of that 
computing node input factor with i = 1, ..., r; ti – variable weighting factors. 

Linear combinations determine potential reference groups for measuring the efficiency criterion of 
computational nodes involved in the study. So, according to the task of optimization (2) of the target function 
which is minimized, the proposed method selects such a reference group in which the criterion of efficiency 
of the involved computational node looks not effective enough [10, 37, 40]. 

Therefore, this mathematical problem can be interpreted as follows: for the investigated computational 
node to determine the minimum efficiency criterion of the input parameter G0, where compared to the 
weighted probabilities of comparative units, the weighted combination of output parameters of any input 



parameter does not detract from the output parameter, and the weighted integral combination of input factors 
of any input factor is G0 times greater than the input factor. 

2. Parametric network model with time metrics to calculate load 
volume 

The basic principles of operation and functioning of the network model of cloud computing on 
independent computing platforms differ significantly from traditional serial and parallel models. 
The main feature of the network model of cloud computing is the ability to aggregate and 
collectively use large information sets of heterogeneous computational data flows, distributed 
geographically. Basically, this approach provides significant advantages, for example, when a 
software system is developed that requires information resources that are not available within one 
computing node, it can get them in other computing nodes connected to the cloud network [5, 8, 
9, 23, 27]. 

However, the use of such a complex architecture for processing data flows has several caveats 
and some problems. To a highly heterogeneous, dynamically formed distributed computing 
environment it is rather difficult to apply such traditional metrics of performance criterion 
definition as the speed of data flow calculation, bandwidth of exchange channels, etc. to such a 
highly heterogeneous, dynamically formed distributed computing environment. That's why to 
estimate the quality of the provided cloud service it's necessary to use specialized computational 
metrics [11, 13, 31]. Let's assume that in a network cloud environment m computing resources are 
available and there is a system of distribution of task flow t, which provides an even distribution 
of information tasks j∈ t into available resources. Within the framework of using such developed 
software system with the use of cloud technology each user's information task can be divided into 
certain computing actions k ∈ j. When setting a task, the processing time dj is determined in order 
to get the corresponding junction. Each information task of user j and all corresponding actions k 
∈ j are in the cloud grid and at a certain point rj. So, a cloud network that operates in online mode, 
with custom rj. values that are unknown in advance for a significant number of these tasks. As soon 
as a certain custom task for processing arrives in the cloud network, it is planned to search for and 
allocate the necessary resources to run it. Suppose that as a result of the final distribution of 
computing tasks S for each action k ∈ j a certain time for processing Ck(S). is required. So, a user's 
computational task in the cloud network j can be processed not faster than in a certain period of 
time determined by the expression (3): 

𝐶𝐶𝑗𝑗(𝑆𝑆) =  max
𝑘𝑘∈𝑗𝑗

𝐶𝐶𝑘𝑘(𝑆𝑆),                                                             (3) 

with Ck(S). – the maximum processing time of the user's task; k – action; j – mission. 
Let us define pj as the processing time of user's task k ∈ j. So, the processing time of user's task 

in a cloud network can be calculated as follows (4): 
𝑝𝑝𝑗𝑗 = 𝐶𝐶𝑗𝑗(𝑆𝑆)−  𝑚𝑚𝑚𝑚𝑚𝑚

𝑘𝑘∈𝑗𝑗
(𝐶𝐶𝑘𝑘(𝑆𝑆) − 𝑝𝑝𝑘𝑘),                                                   (4) 

with pj – user task processing time; Ck(S) – execution time; Cj(S) – maximum execution time; pk 
– decision implementation time. 

The received integral values allow estimating properties of the cloud network computing 
environment. To analyze the quality of the cloud service provided by the network computing 
environment, you can use the value of the maximum delay in user tasks (5): 

𝐿𝐿𝑚𝑚𝑚𝑚𝑥𝑥 = max
𝑗𝑗∈𝑡𝑡

�𝐶𝐶𝑗𝑗(𝑆𝑆)− 𝑑𝑑𝑗𝑗�,                                                           (5) 

with Lmax – maximum delay of the user's task; Cj(S) – maximum processing time; dj – time of 
uncompleted user tasks. 



In order to optimize the work of a distributed cloud, it is necessary to achieve the minimization of 
Lmax value, and you can also use the Tj value, which determines how late the user's task is (6): 

𝑗𝑗 ∈ 𝑡𝑡 ⋀ 𝐶𝐶𝑗𝑗 >  𝑑𝑑𝑗𝑗 ,                                                                    (6) 

with t – information computing resources are available; dj – time of uncompleted user tasks; Cj – 
time to complete one task; k – action; j – mission. 

Consequently, this indicator provides information on the number of outstanding computational 
requests from users who have entered the cloud network for processing. Consumption of computing 
resources of the RCk cloud network is a certain subtask of computing, which is defined as the product 
of the corresponding solution time by the number of resources used in the network (7): 

𝑅𝑅𝐶𝐶𝑘𝑘 = 𝑝𝑝𝑘𝑘 × 𝑚𝑚𝑘𝑘 ,                                                                   (7) 
with RCk – total consumption of network computing resources; pk – decision implementation 

time;  
mk – the number of resources used.  

Using the value of integrated consumption of computing resources of the cloud network, you 
can calculate the value of available information resources U (8): 

𝑈𝑈 =
𝑅𝑅𝐶𝐶(𝑆𝑆)

𝑚𝑚 × (max
𝑗𝑗∈𝑡𝑡

𝐶𝐶𝑗𝑗(𝑠𝑠) − min
𝑗𝑗∈𝑡𝑡

(𝐶𝐶𝑗𝑗(𝑆𝑆)− 𝑝𝑝𝑗𝑗)
,                                      (8) 

with U – the amount of use of available information resources; m – resource quantity; pj – 
processing time of the j-th problem; RC(S) – time of total consumption; Cj(S) – time of the j-th task. 

By a certain value that characterizes the criterion of optimally used computing resources of the 
cloud distributed network. In the process of processing information requests in the cloud distributed 
network, there are often situations when the software system fails during the processing of the user's 
task [6, 7, 26, 43, 44, 47-48]. 

Then the user's task to process the information request must be run several times for its successful 
execution. Because users and administrators may have different (and even conflicting) requirements 
for a cloud-based Web system, it is difficult to find the right metrics that are universal and satisfying 
for everyone. From the user's point of view of the developed software system using cloud technology, 
the following metrics of the average response time to the request (Average Response Time) and the 
average waiting time of the request (Average Wait Time) can be distinguished: 

𝐴𝐴𝑅𝑅𝐴𝐴 =  
1

|𝑡𝑡|
�(𝐶𝐶𝑗𝑗(𝑆𝑆))
𝑗𝑗∈𝑡𝑡

,                                                            (9) 

with ART – average response time; Cj(S) – time of the j-th task; pj – time of realization of the j–th 
task; t – available resources. 

𝐴𝐴𝐴𝐴𝐴𝐴 =  
1

|𝑡𝑡|
��𝐶𝐶𝑗𝑗(𝑆𝑆)− 𝑝𝑝𝑗𝑗�
𝑗𝑗∈𝑡𝑡

,                                                       (10) 

with AWT – average waiting time; Cj(S) – time of execution of the j – th task; t – available 
resources. 

The ART parameter value characterizes the average response time to a user's information request, 
namely, how quickly user tasks are processed. Besides, value of parameter AWT is very important for 
developers of algorithm of actions on rather small information tasks, and also on processing of their 
inquiries. So, the optimum and simple method of measurement of fair efficiency of use of information 
and hardware resources is calculation of deviation of weighted average time of expectation of 
processing of inquiry: 
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with AWTD – deviation of the average waiting time for processing the user's information request; 
t - available resources; Cj(S) – time of execution of the j – th task; pj – time of realization of the j – th 
task. 

AWTD must be minimized in order to achieve optimal results in the cloud network. In modern 
cloud network Web-systems, the ability to complete processing of a given volume of tasks is more 
important than the acceleration of distributed visco-productive Web-system, obtained with this 
approach to processing. It should be noted that the information tasks of the user, which are carried out 
in cloud network environments, can have a rather complex architecture than the information tasks of 
the user, which are carried out in parallel systems with traditional architecture. For example, the 
information flows of user tasks have a more complex logical structure than the packages of 
corresponding tasks [25]. Using a cloud mesh requires changing such notions as errors of a developed 
program system of Web-services which is designed on a mesh model, generates error messages as 
soon as there comes a situation when it is impossible to successfully execute and finish a user's 
information task. For example, a failure of a developed software system using cloud technology may 
occur if it is impossible to find the appropriate resources to perform information calculations or 
through their completion. 

Using the concept of fault tolerance in software systems using cloud technology, we can define as 
the main possibility to increase the time delay of both software and hardware errors until there is no 
chance that the work on processing user requests will be successfully completed. Metric of completed 
user request processing in a software system using cloud technology Workload Completion, which is 
formed as a ratio of successfully completed user tasks to the total volume of all requests set by the 
cloud network scheduler: 

𝐴𝐴𝐶𝐶 =
∑ 𝑗𝑗 ∈ 𝑡𝑡 ⋀ (𝑗𝑗 𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝𝑐𝑐𝑚𝑚𝑡𝑡𝑐𝑐𝑑𝑑)

|𝑡𝑡|
,                                                 (12) 

with WC - indicator of completed user requests processing; t – available resources; j – task. 
This metric allows to define the main limitations of the cloud network software system, and its 

maximization can be the main goal. However, it also has some critical limitations from the point of 
view of using free information and hardware resources, as a user's task with a smaller number of 
computational actions has a significant influence on the changes of this value [16]. 

Task completion calculates the number of completed actions to the total number of performed 
actions, which were implemented within the cloud software system of user tasks distribution: 

This metric allows you to define the main limitations of a cloud network software system, and its 
maximization can be the main goal. However, it also has some critical limitations from the point of 
view of using free information and hardware resources because the task of a user with less 
computational actions has a much greater influence on the change of this value. 

Task completion calculates the number of completed actions to the total number of performed 
actions, which were implemented within the cloud software system of user tasks distribution: 

𝐴𝐴𝐶𝐶 =
∑ 𝑗𝑗 ∈ 𝑡𝑡 ⋀ 𝑘𝑘 ∈ 𝑗𝑗 ⋀ (𝑘𝑘 𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝𝑐𝑐𝑚𝑚𝑡𝑡𝑐𝑐𝑑𝑑)

∑ 𝑗𝑗 ∈ 𝑡𝑡 |𝑗𝑗|
,                                      (13) 

with TC – index of completed actions for processing user tasks; t - available resources; k - action;  
j - task. 

It is also worth considering such a notion as the completion of unlocked actions from user tasks 
for processing enabled task completion, i.e. when they can be performed only when all corresponding 
dependencies for a given sequence of actions will be executed by a software system using cloud 
technology: 



𝐸𝐸𝐴𝐴𝐶𝐶 =
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,                                  (14) 

with ETC – integral indicator of completed unlocked actions relative to user tasks; t – available 
resources; k – action; j – task. 

So, we have considered the main principles of the cloud network model's functioning while 
developing program systems which differ greatly from traditional serial and parallel models. Their 
main difference is the possibility of aggregating and sharing large sets of heterogeneous information 
resources distributed between geographically separated computational independent platforms. 
Basically such architectural approaches to developing program systems with the use of cloud 
technology bring considerable advantages and financial benefits, for example, when a program Web-
system requires considerable information resources which are inaccessible within one computing 
node, it can get them in another node connected to the cloud network. 

3. Models and algorithms of distributed high-performance software 
Web-system architecture optimization 

Any Web-systems or cloud services that serve a lot of users, a priori highly loaded. However, highly 
loaded distributed software Web-systems cannot effectively apply models, methods and algorithms 
that are used as basic approaches to the development of ordinary Web-sites [4, 42]. A considerable 
increase of the user audience and corresponding calculations without proper approaches to 
optimization of the architecture of program systems development with the use of cloud technology 
can lead to considerable complications in their maintenance in time [1, 17, 21, 29]. Now all the 
models, methods and algorithms for developing the architecture of distributed fault-tolerant Web-
systems are developed and used with the use of generally accepted information technologies [19]. 

Methods of sending information packets should use an algorithm for calculating the checksum of 
the control protocol transfer of the package, which allows you to display the checksum of the control 
protocol transfer of data of the package using the checksum of the header of this package [2, 12, 20, 
22, 36]. 

Having considered the checksum recalculation algorithm, which is to use the output package 
checksum and the input package checksum to calculate the checksum. So, if the clipboard is 
divided into two information parts, the checksum of the entire buffer can be linearly expressed 
through checksums of its parts. Typical length of the header protocol control transmission of the 
package, usually has a shorter length by several times than the basis of the entire information 
package. Consequently, the computational load is reduced in n-times the resources of the entire 
software Web-system and allows to significantly reduce the cost of redirection of client requests 
from one node to another. At the next technological stage, the user request passes to the computing 
node for processing. The architecture of the computing node for processing user's information 
requests should be organized in a hierarchy style. At the bottom of this hierarchy are important 
computing modules for processing user requests, the failure of which can temporarily slow down the 
overall operation of the Web-system, but not paralyze it as a whole. If the lower computation modules 
do not work, the cloud network Web-system allows to use the corresponding computation modules 
of other nodes. However, at such organization of computing process it is clear that the level of 
communication between nodes on processing of user requests should be perfect. Features of the 
organization of the architecture of the computing node for processing high-user requests requires a 
clear hierarchy of these modules. Its essence is that each of the computing modules of the node must 
be as isolated from the others as possible and to exchange information at the level of common system 
messages while being information dependent. So, the design of software Web-system should be 



developed according to the following principle: «where the failure is a certain part of the Web-services 
work, which should be controlled at the level of system messages exchange». 
The architecture of the hierarchy of failures consists in the fact that any Web-system consists of 
computing modules, and the next has a sequence of actions when the modules of descendants refused. 
The information flow in this case is in ascending order, because only the parent computing module 
contains data about what actions should be performed if one or more modules do not work on the 
cloud computing platform. However, in cases when one of the computing modules of a node fails or 
is loaded, a request is made to another module, the highest in its hierarchy. It should also be noted that 
the main computing module may not participate in the development of the client's request, and act as 
a Web service, which can be in direct contact with other nodes of the cloud network and 
simultaneously conduct diagnostics of the corresponding modules of the node. After that, the 
information flows of data generated by the user are developed, and if they cannot be executed, the 
management decision is made to transfer the information flow from the idle or heavily loaded module, 
to one which has redundant resources (Figure 1). 

Figure 1:  Model of failure hierarchy processing in software Web-systems 

The choice of a computing module for executing user requests is based not only on its load, but also 
on information about the number of failures in other modules of the cloud node. This algorithm is 
necessary in order not to create information packages of instantaneous data flow for processing from 
extremely busy node modules to less busy ones. As a result of these manipulations, a complex cloud 
network for exchange of information arrays of calculations between the corresponding modules of 
computing nodes is formed. However, the main purpose in building a highly loaded distributed 



software Web-systems is to create not such a software system using cloud technology that does not 
fail during industrial use, and that as long as possible will be able to work and cope with various 
information challenges and their own mistakes [41]. After the information message flow has been 
redirected, the computational module does not stop working. So, we can emphasize the strategies that 
can be implemented in each of these computing modules [15]. 

In the first strategy we will understand that the computational module was under a significant load. 
In such a situation, the module executes the whole list of user tasks that came into it or remained in it 
for processing, performing the primary reboot, and generates an information message to the module 
that is higher in the hierarchy, and is ready to work. Given that the cloud network of computing nodes 
modules and the main load balancer constantly exchange information messages about readiness for 
processing, and the module will receive a new data stream for processing at each subsequent iteration 
of data flow in the distribution of the load on the nodes. 

The snapshot/restore method of data duplication is often used in highly loaded distributed Web 
systems. Thus, a hybrid system model with a central balancing node of load balancing and cloud 
network communication between computing nodes allows you to simply add more nodes by applying 
a cluster structure. High level of communication between computing nodes creates a problem for the 
data cloning method, because in case of failure of one of the nodes it is necessary to recalculate the 
integral performance of the Web-system as a whole. It is clear that in this case we can divide the 
problems connected with the failure of the computational node into two conditional groups. The first 
group of software and hardware technical problems. Since the redistribution of computational volume 
occurs at the level of computational modules in case if the software of the developed Web-system 
generates an error, the system will automatically and quickly restore its performance if its 
computational module at the top of the hierarchy was properly designed and did not get a cascade 
error. Then it will alert other computational nodes about errors and redirect the flow of computational 
information data to other modules. So, in this situation there is no duplication of a particular 
computational node on an independent platform, but just a launch of a standard instance. 

In order to significantly reduce the risk of loss of a significant number of user requests, it is 
necessary that the balancing computing node contains a buffer that will act as a «retry» in the case 
when a certain node is physically unavailable. Therefore, using the method of duplication, provides 
the creation of a typical computing node and simultaneously restores the performance of the Web-
system. However, in the development of program systems with the use of cloud technology there is a 
whole class of distributed algorithms where there are certain structures of information data flows 
(arrays, records), the size of which depends on the total number of simultaneously interacting 
processes that perform processing by different computing nodes on independent platforms. An 
example of such algorithm application is the protocol of making a coordinated decision [34]. When 
modifying the topology of a distributed highly-advantageous and computational Web-system, the 
structure of data flows and algorithms of their processing will also change. Therefore, there is an 
urgent need to modify the scenario of behavior of the used simulation model, namely, to change the 
algorithms and structures of data flows describing the behavior of the corresponding objects. 

4. Implementation of data flow processing methods for recovery of 
computing nodes 

In the development of highly loaded distributed Web-systems, architects make up of several 
computing nodes, and which are an instance of a single computing system, thus forming a 
«clustering». However, the modified algorithm of data flow processing requires a clear separation not 
only on the physical level, but also on the program one. Software of Web-systems is traditionally 
divided into logical modules, that is by functional purpose [33]. By working out of software Web-
system the architect needs its design so that computing modules in the structure had as little logic as 



possible as the main task of redistribution of volume of loading is support of system balance. No less 
important requirement to architecture of software of Web-system is avoidance of strong connectivity. 
Strong connectivity between computing modules is that one of the modules comes into contact with 
a large number of other modules on independent platforms. That is, if it breaks down a significant 
number of modules will send a message to the service module, and that in turn will notify the other 
nodes of the need for their temporary replacement. To effectively overcome possible computational 
problems, you can use such methods to restore the functionality of developed software Web-system 
using cloud technology: the clone_args method stores the values of the arguments that were sent to 
the computational module that failed [3, 14, 38, 39].  

Since the absence of a timely response from the module is classified as its failure in this case, the 
parent method of the module must get the appropriate information about the arguments that were sent 
to the child method. However, the direct features of the clone_args method do not end there, in 
particular there are indirect properties to which they relate: 
• the current integral processing time value for the computing module or failure module method; 
• the fixed time for which the processing of cloud Web-systems computing nodes failed; 
• launch frequency of a computational module, which allows you to determine the need for this 

module, and therefore, when distributing the load between the nodes need to more effectively 
allocate the necessary software and hardware resources. 
The report method allows sending statistical data for the service module about processing the 

information flows of all child nodes at certain intervals. Also, its use facilitates automated 
forecasting of degradation dynamics of the developed software Web-system. So, the report method 
can be used not only to inform about the planned statistical indicators but also when one or several 
child computing modules have failed. 

The restart method provides the developed Web-system program with the use of cloud 
technology by rebooting the computational module in case of its failure. The main purpose of 
rebooting is to avoid destructive incoming data streams. 

The callback method allows sending an information message to the parent module about the 
successful or unsuccessful reboot of the computing node. This method is passed as an argument 
to the computing module, which should be checked for stable operation after starting or restarting 
a software Web system that provides a "callback method". Having analyzed the character of errors 
which can occur in computing modules of the developed program Web-system we'll notice several 
main reasons: errors in the program code, and also problem data flows and high load in nodes. 



The feedback method provides communication between the computational nodes of the developed 
program Web-system using cloud technology and is as independent of others, that's why it can be 
surrounded by a lot of micro services of Web-systems with which it is necessary to exchange 
information flows. To do this, of course, you should inform the service computing module, which 
is on top of the corresponding hierarchy. That's why each computing module implements the 
feedback method that knows how to contact it and is able to redistribute data flows from modules 
that fail or are heavily loaded to work nodes. Modified computational model of the recovery 
method, the modules that have failed, are shown in (Figure 2) [32]. 

 

Figure 2: Algorithm of load redistribution in case of failure computing nodes of the software Web-system 

This modified algorithm implements only service modules for processing data flows. In contrast to 
conventional computing modules, service modules provide a much smaller number of operations to 
obtain a positive result, which directly affects their work. In this case, service modules act as a «stable 
part of a software system in one computing point» on the node on an independent computing platform. 
Consequently, when developing a program Web-system it is important to use methods for providing 
the minimum vulnerability of this computational module. These computational methods constantly 
inform about the results of work for a certain quantum of time or unplanned in case of leaving the 
working state. It is clear that the service module has information about the work of all developed 
software Web-systems. The less time quantum of updating of information streams about results of 
work of developed program Web-system, the more precisely and effectively it is possible to define 
necessary computing node for transfer of its load. 

Packaging, state transfer and data flow. 
As soon as in the developed program Web-system with the use of cloud technology there was a 

consensus between computing nodes that delegate and accept a part of computational work, it is 
necessary to prepare a package of raw data for a new node. And only after that to establish a 
connection between the modules that send user requests to those that fail, and to another working 
module in another computing node. Also, the service module sends a message marked that the 



computing module is damaged – «temporarily unavailable for new requests for processing data 
flows», then performs the standard procedure of rebooting. This procedure is implemented in each 
computing module thanks to the corresponding restart method, and it is also connected to the service 
module on the computing node by the feedback method. As soon as the software system receives the 
message that the computational module has failed, clone_args copies all the input data streams sent 
for processing and an indirect set of data about the current state of the system. In this case there is 
little time for making managerial decisions, so the service module may rather try to pick up a new 
computational node, simultaneously copying the whole information call thread through the 
clone_args method and directing it to the service module. When analyzing the sequence of the 
corresponding actions it becomes clear that it will be necessary to form a list of processing calls which 
are now waiting for other parent computing modules or their methods. However, this list is a kind of 
queue for processing user requests that are processed by a new working computing module from the 
created queue. Amazon Simple Queue Service works by the same principle - a service that quickly 
receives queues of user messages for storage and processing. As soon as the computational node 
becomes available for information flows of data, the service node composes this data and links the 
corresponding modules and their states (Figure 3). 

 

Figure 3: Model of packing, transfer of states and information flows of data 

To ensure the reliability of data flow transmission, it is necessary to divide a specific set of these data 
into appropriate fragments and add to each of them a header with the sequence number. The fragments 
of information data flows obtained in this way form a segment. On the next step of data processing 
each segment passes into a package, and then with the help of transport information protocols comes 
to the recipient's computing node. After the package is delivered to the recipient's computing node, 
the correctness of receiving the information flow in the segment is checked by means of a checksum 
recalculation, and it is automatically determined that the previous information flow segments were 
also successfully received. At this stage, the recipient's computing node sends an information request 



to the sender's node about a new data packet or a repeat transmission of the previous data packet. This 
operation algorithm ensures that all previous packets from the data stream sequence have been 
successfully received. In the developed modified model computing modules are isolated from each 
other and do not have information about the general state of the Web-system, while establishing a 
connection between them, as well as receiving messages about their state. For interaction of 
computational module, we use asynchronous exchange of information messages where each 
corresponding module has its own turn of information messages. So, a computing module that sends 
a message waits for the next notification about its delivery, otherwise the recipient ignores this 
message. 

5. Conclusions 
The conducted system analysis examines the basic design principles of distributed risky Web-
systems and the technologies that architects of such software systems most often use in their 
design. We also conclude that redundancy is an indispensable attribute in the design of most risk 
resilient Web-systems, which are characterized by a high load capacity with respect to user 
requests. The main criterion in the design of risk resilient Web-systems is their scalability, which 
is used when operations require significant computational resources, which significantly reduces 
the performance of the system and requires it to increase its overall capacity. Also, methods for 
assessing the reliability and resilience of developed risk-resistant software Web-systems are 
investigated, as any software system must be objectively monitored, and this must be predicted in 
their work. The main aspects of operation of distributed fault-tolerant software Web-systems are 
considered, as problems of their administration, as well as restoration of performance in case of 
failure may arise in the process of highly profitable operation. Analyzing the technologies used in 
the design of software Web-systems in the study, we have improved methods, according to which 
a comprehensive analysis of computing load balancing, which is the main task in the design of 
distributed fault-tolerant software Web-systems. To solve the problem of efficient operation of the 
developed software system, we use algebraic methods to optimize the balancing of computational 
load on the nodes, as well as the network model of its distribution, thereby creating a hybrid 
mechanism of information flows. We consider the theoretical and practical foundations that ensure 
the effective functioning of the failure hierarchy mechanism, which allows us to provide a risk-
sustainable efficient calculation of the computational load of software modules and nodes as a 
whole. Analyzing a high-loaded distributed fault-tolerant software Web-system, it is found that its 
fundamental criterion is the efficiency of processing information data streams, generally calculated 
as the quotient of the sum of all output volumes by the sum of all input data streams. For each 
specific computational module or node, its value of efficiency is determined. Comparison of the 
effectiveness of computing nodes is carried out using the linear programming method and at the 
same time different basic models and their variants. It is proposed to determine the number of 
computational modules or nodes involved to build a criterion for the boundary of risk efficiency, 
and for all other cases - the criterion of their inefficiency. Improved functionality of the network 
model, which differs significantly from the usual sequential and parallel models. The main 
difference is the ability to aggregate and share significant sets of heterogeneous computing 
resources for the development of geographically distributed information flows. In many cases this 
provides significant advantages, since the developed software Web-system requires additional 
resources that are not available within a single computational node, at the same time they can be 
obtained from other nodes connected to the functional grid. During the study, we improved the 
algorithm for transferring the computational load without using redundant resources and proposed 
a modified model of interaction between computing modules to process information flows within 
a single node, and the developed software Web-system in general. Also considered the 



methodology for determining the causes of failure of computing modules and nodes, highlighted 
two types of major problems associated with the failure of the node, software and hardware 
problems. We modify the model of computational process control for the development of 
information data streams, where modules isolated from each other do not have a common state, 
but between them you can establish an information connection and receive notifications about 
their state. Asynchronous exchange of information messages is used for interaction of computing 
modules, where each module organizes its own message queue. A module sends an information 
message, waits for an acknowledgement of the corresponding delivery message, but does not 
receive it if the recipient of the message ignores it. An important aspect of the study is that the risk 
of stable free computing resources of the developed software Web-system can be found within its 
capabilities. 
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