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Abstract
The concept of augmented reality permits to embed virtual objects and information within the real
context of a user. This is achieved using various sensors to assess the current state of the environment and
thus derive the artificially generated information for the user through visual means. For determining the
current situation of a user based on sensor data and deriving according actions for information display,
we describe a framework that combines machine learning services for object recognition with ontological
reasoning. For demonstrating its feasibility, the framework has been prototypically implemented using
the Microsoft HoloLens2 AR device and applied to a use case in the domain of work safety measures.
Thereby we revert to business process models that have been annotated with concepts from an ontology
for letting users specify the situations and actions in work safety scenarios, which can subsequently
be processed using objects identified in the real environment of the user and classified based on the
concepts in the ontology.
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1. Introduction

In augmented reality (AR) the user is embedded in a combination of the real world and a virtual
environment that is enriched with graphical content that does not exist in reality [1]. One
big advantage of AR applications is the perception of the user’s context based on different
sensors [2]. This is achieved through analyzing and classifying the sensors’ information, for
example, for determining a user’s location [3]. However, the problem of most current AR
applications is that they are specifically developed for one use case and only work in an exactly
predefined setup.

As a resolution, artificial intelligence (AI) may be used for a more flexible setup that automati-
cally determines a user’s context. Thereby, machine learning (ML) approaches can help for tasks
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such as object recognition and ontological reasoning enables the inference of context-dependent
actions. These actions then result in the display of information in the user’s environment using
AR devices.

The use of either machine learning or reasoning has already been explored in the AR com-
munity, e.g. [4, 5, 6, 2]. However, recent developments in artificial intelligence propose the
combination of these approaches, including the involvement of humans in the sense of hybrid
intelligence [7]. In the following we will therefore explore how such combinations of machine
learning and ontological reasoning provide benefits for AR applications. It is expected that this
could lead to a higher convergence between the real world and the cyberspace by collecting
huge amounts of information via sensors, analyzing it through AI, and then feeding it back to
humans in their current context [8].

As a running example, imagine a scenario where a human actor performs work in a manufac-
turing process. For complying with workplace safety, the user shall be informed about necessary
safety measures - e.g., to put on ear protection in loud environments. With the help of AR we
can derive environment information via sensors, identify objects and environment states using
machine learning and classify this information through reasoning. Thereby it is reverted to a
state and actions ontology that represents the knowledge on workplace safety situations and
measures. This knowledge is derived from existing enterprise models determining the possible
situations and necessary safety measures. As a result, the AR device can display warnings in
dangerous work situations and guide the user how to take safety measures.

For addressing these challenges, we will present in the following a framework for combining
machine learning and ontological reasoning for augmented reality applications. In contrast
to previous approaches - such as for example described by Krings et al. [9] - we will however
propose a platform-independent approach using most recent technologies for web-based AR
applications that integrates machine learning and ontological reasoning.

The remainder of the paper is structured as follows: In Section 2 we will briefly discuss the
foundation of augmented reality and context inference in AR. In Section 3, we will introduce a
framework we developed for context-dependent augmented reality applications and present a
prototypical implementation. This is followed by the discussion of a use case in Section 4. The
paper ends with an evaluation of the benefits and pitfalls of such an approach in Section 5 and
a conclusion with an outlook on further work in Section 6.

2. Foundations

In this section we briefly discuss the foundations of AR and context inference to achieve a
common understanding of these terms and give an overview of the related work in these areas.

2.1. Augmented Reality

Augmented reality is a technology that allows to overlay computer-generated virtual images
with the real world [10]. A widely-used definition of AR comes from Azuma [1]. He describes
AR as a technology that combines the real world and virtual imagery, is real time interactive
and can register virtual images with the real environment.



As described in [11], there are some characteristics that all AR environments have in common.
To make AR possible, we require an electronic display device, e.g., a smartphone or a head
mounted display (HMD). Further, the devices have to dispose of different sensors for detecting
the environment. This includes for example position or motion sensors. In any case they need
to have a display sensor for representing visual information. If the AR device is a screen device,
a simulacrum of the real world must be visualized on the display, since the real world is not
directly visible by the user. If the AR device has a transparent display, the real world is directly
visible for the user and thus must not be visualized again by the device. Additionally, virtual
representations like 3D objects or other information can be visualized on the display. From the
user’s perspective this virtual information thereby merges with the real world.

2.2. Context Inference in Augmented Reality

A big advantage of AR applications is the possibility to infer information about the user’s
environment by an AR device and to display additional information to the user based on the
real environment. Applications that allow such functionalities are called Pervasive Augmented
Reality (PAR) or Context-Aware Augmented Reality Applications. Such functionality can be
achieved in different ways. One option is to predefine the objects that shall be recognized in the
AR application via image recognition approaches [2, 4]. Further, one can use the user’s index of
pupillary activity for cognitive load estimation and adaption of the degree of detail based on the
workload [12], or perform a search in a knowledge base using acquired sensor data [13].

A framework for creating context-aware augmented reality applications has been presented
by Krings et al. [9]. The framework provides a reusable approach for easing the development
of context-dependent AR applications for mobile phones by describing the base structures to
enable context-aware adaptions of AR content. Further, there are approaches for context-aware
augmented reality that use either machine learning or knowledge reasoning approaches [10, 14,
15]. However, all these approaches are platform-dependent and do not combine the concepts of
machine learning and knowledge reasoning. To the best of our knowledge there is no approach
yet that combines knowledge engineering, ML, knowledge reasoning and AR in one process.

There are some approaches of context-aware semantic web approaches in the area of the
Internet of Things (IoT) as well [16, 17]. Since AR devices can be seen as IoT devices, this research
area must also be considered.

3. Framework for Context-Dependent AR Applications

For realizing context-dependent AR applications, we developed a framework that contains the
concepts of machine learning, ontologies, and reasoning. As proposed in [18], there are different
patterns on how to combine the concepts of machine learning and knowledge reasoning.
Thereby, the two data structures model-free data and model-based data are distinguished, as
well as the two algorithmic components context reasoning and machine learning. Since the
information received from the sensors of AR devices is mostly in a raw format and must be
further processed to infer useful context information, we classify this input as model-free data.
This data can be processed, e.g., through classifying the model-free data to model-based data by



using machine learning. Additionally, one can use model-based data as additional input for the
ML process to narrow down the classification space for the model-based output data.

After the sensor data has been classified, the given information can be used to infer further
actions or propositions for the user. This can be done by using ontologies, i.e., knowledge
reasoning. Ontologies enable knowledge sharing, knowledge reuse, and logic-based reasoning
and inference [19]. Since the output from the ML process is model-based data, we can apply a
second pattern described in [18]. This pattern takes model-based data as input for the knowledge
reasoning process. As output there is again model-based data with additional inferred infor-
mation. By putting two patterns together, we obtain a new design pattern called “Learning
an intermediate abstraction for reasoning” [18]. By combining this pattern with AR, we can
create AR applications that enable context-based, adaptable AR environments. To the best
of our knowledge there is no framework available yet, that combines such AI-based object
recognition with ontology-based reasoning for providing the user with additional context-based
information. The components of the framework and the according steps in the pipeline are
illustrated in Figure 1 and correspond to the mentioned pattern in [18].
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Figure 1: Framework for Context-Dependent AR Applications showing Data collection and Information
processing Using Seven Steps

In the framework we consider the real environment and a mobile AR application. For
describing the business environment of the AR application, we assume the existence of an
enterprise model - e.g., a business process model - that is annotated with states in the form
of object patterns and actions described by an ontology (1) – see Figure 3 [20]. Thereby, the
information on the context of the user and necessary actions is formally represented. This
information will be used later in the process for facilitating the recognition of objects and
the inference of actions via a reasoner. When starting the application, the real environment
is perceived by the various sensors of the AR device (2). This sensor information, as well as
the object patterns of the ontology are then directed to a machine learning service (3). There,



objects are recognized based on the data provided by the ontology. The recognized objects
are returned to the AR application (4). Then, the recognized objects and the states from the
ontology are forwarded to the reasoner (5) for inferring actions. The inferred actions are then
sent back to the AR application (6). Based on the inferred actions, the AR application can finally
embed visual information into the real environment (7).

3.1. Technical Realization

For evaluating the feasibility of the developed framework, we implemented it as a prototype. For
this purpose, we used state-of-the-art web technology to set up a mobile, platform-independent
AR environment. We used the JavaScript WebGL-based visualization framework THREE.js1 in
combination with the WebXR Device API 2. This combination enables the creation of platform-
independent applications.

ML Service

Ontology and Reasoning
Service

Java Server

AR Application

NodeJS Server

Three.js

NodeJS Server
WebXR

Object Recognition

REST-API REST-API

REST-API

Reasoner
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Figure 2: Technical Architecture of the Prototypical Implementation with the Three Main Components
ML Service, AR Application and Ontology and Reasoning Service

A requirement of the application is the recognition of objects in the real world. Since the
WebXR Device API does not yet contain machine learning based image recognition, we simulated
the object recognition by using marker patterns that provide information about the recognized
objects. In a next iteration of the implementation this will be replaced by an ML service for
object recognition such as Azure Object Detection3 or AWS Rekognition4. Thereby, images of the
real world are sent to a cloud-based ML service to recognize objects in an image or other sensor
data. Such a machine learning object recognition service can return many different objects.

1https://threejs.org/docs/
2https://www.w3.org/TR/webxr/
3https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/concept-object-detection
4https://docs.aws.amazon.com/rekognition/latest/dg/what-is.html



Many of them are not necessarily useful for our application. Therefore, we must restrict the
possible set of recognizable objects. This is done by defining an ontology of the states and
actions necessary for the situation we want to cover by the application. For the creation and
processing of the ontology, we used the Web Ontology Language (OWL)5 and the Java-based
OWL-API6.

In our prototype, a marker refers always to an ontology individual and its according type
definition. The information about the different markers and its visual representation is currently
stored in a configuration file. After assigning the according types to the ontology individuals,
the reasoning is conducted using the HermiT reasoner7 for inferring further states and actions.

As shown in Figure 2, the different components are independent from each other. The Marker
pattern component could be replaced easily by another image recognition component, e.g., a
cloud ML service. The different components communicate via REST-APIs. To test the proposed
prototype, we apply it in the following section to a use case and thereby illustrate the necessary
steps in more detail.

4. Use Case for a Context-Dependent AR Application

As a sample scenario let us imagine a carpentry that manufactures different wood products. We
assume here the business process has been described in BPMN notation as illustrated in Figure 3.
In a first step we can look at the real-world environment for this process. For example, we can
look at the task start saw in the process of Figure 3. We know that there must be a saw, that
the saw produces a loud sound or that the temperature of the saw can be of importance when
arriving at this task. Further, we know that the person who starts the saw stands still. According
to safety measures, an expert knows which personal protective equipment is obligatory and
what hazards and risks occur in this situation.

Based on that knowledge, we can annotate the process model with information on the context
and safety measures [21]. For this purpose, we defined annotations with the following concepts
from a specifically developed ontology: Machine, PersonalProtectiveEquipment, PersonState,
Sound, Temperature and Tool as Scene Annotations, and Risk, Hazard, Action and State as Action
Annotations – see the annotations in Figure 3. A similar approach for annotating workflows
like this has been presented in [22].

Thereby, Scene Annotations serve as input for the AR application for determining the context
of a scene. With Action Annotations we derive actions that are executed by the AR application
based on given scenes. These annotations are modeled formally so that they can serve as a basis
for reasoning over the concepts. For example, we define in the ontology that a circular saw is a
subclass of a machine and that it has a specific sawing sound, which constitutes a hazard for the
user since it is very noisy. Due to the formal specification ontology, we can later infer action
types based on situational information. For example, whenever there is some loud noise, the
user shall wear ear protection. Therefore, we can derive the action to inform the user to wear
ear protection.

5https://www.w3.org/OWL/
6https://github.com/owlcs/owlapi
7http://www.hermit-reasoner.com/



Figure 3: Business Process Model for the Use Case annotated with Concepts from the Situation and
Actions Ontology.

The core classes and object properties of the ontology that are relevant for the example are
shown in the diagram in Figure 4. For each annotated concept we assume the existence of an
individual with the according class type definition and properties assigned to it. In the next
step we will show the application of this information during the use of the AR application.
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Figure 4: Visualization of the ontology main classes and object properties used for the use case

Let’s imagine that a user performs some tasks of the process shown in Figure 3. As the
process is not automated, the AR application does not yet know which task the user currently



Figure 5: Initial scene with a circular saw and an information pane on top of the object (left) and an
example of the marker recognition (right)

performs. With the proposed framework that aims for an automatic derivation of the context, it
is not necessary to exactly predefine a situation, e.g., through stating that the AR application
only works for process step 6. Rather, different pieces of information are used for inferring the
current situation and state and for deriving according actions. Therefore, it can be dynamically
assessed on which task the user is working. For getting the required information, we interpret
the camera stream and the acceleration sensor data of the AR device. With the help of ML-based
object recognition in combination with the predefined ontology, we can detect a circular saw
and analyze this situation further – see the left side of Figure 5. For facilitating the process in a
first implementation step, we replaced the ML-based object recognition with marker tracking.
A marker stands for a particular object or state and can be more easily recognized than real
objects. Therefore, we scan the markers to give the application the according information – see
right side of Figure 5.

In this use case we provide two markers which serve as a proxy for indicating to the application
that there is a circular saw, and that the user does not move. For signaling to the user that
the marker has been recognized, we visualize in the prototype a representative image of the
information contained in the marker, e.g., gear wheels for representing a machine. Now, the
application assigns the recognized objects as individuals to a type from the ontology, e.g.,
the individual Machine to the type CircularSaw and the individual PersonState to the type
PersonStandStill. This information is then passed to the reasoner, which infers the following
information: Since there is a circular saw and the person stands still, we know that the individual
State is of the type MachineUsage.

In the ontology we have the two object properties (1) and (2). Thus, the inferred state type
can be described formally as in (3):

𝑂𝑏𝑗𝑒𝑐𝑡𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐴𝑠𝑠𝑒𝑟𝑡𝑖𝑜𝑛(:𝑆𝑡𝑎𝑡𝑒_ℎ𝑎𝑠_𝑀𝑎𝑐ℎ𝑖𝑛𝑒 :𝑠 :𝑚) (1)

𝑂𝑏𝑗𝑒𝑐𝑡𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐴𝑠𝑠𝑒𝑟𝑡𝑖𝑜𝑛(:𝑆𝑡𝑎𝑡𝑒_ℎ𝑎𝑠_𝑃𝑒𝑟𝑠𝑜𝑛𝑆𝑡𝑎𝑡𝑒 :𝑠 :𝑝𝑠) (2)

𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟𝑆𝑎𝑤(𝑚) ∧ 𝑃𝑒𝑟𝑠𝑜𝑛𝑆𝑡𝑎𝑛𝑑𝑆𝑡𝑖𝑙𝑙(𝑝𝑠) ∧ 𝑆𝑡𝑎𝑡𝑒(𝑠) → 𝑀𝑎𝑐ℎ𝑖𝑛𝑒𝑈𝑠𝑎𝑔𝑒(𝑠) (3)

As a circular saw is a sawing machine, we can further infer via the ontology that the individual
Sound is assigned to the type SawingNoise. That again is defined through object properties in the



Figure 6: Example of the scene when the information PersonStandStill and SawingMachine has been
given to the application (left) and with the additional information ExtremeHighTemperature (right)

ontology – see Figure 4. Sawing noise indicates that the individual Hazard is of the type Noise
and with that we can infer that the individual Risk is of the type HighRisk. Further, the individual
Sound of the type SawingNoise indicates that the individual PersonalProtectiveEquipment is of
the type HearingProtection. This infers again a type WarnForHearingProtection for the individual
Risk. As shown on the left side in Figure 6, the warnings inferred by the application are then
displayed as text in an additional object above the machine in the real world.

We can now extend the use case by assigning the individual Temperature the type Extreme-
HighTemperature by scanning the according marker in the AR application. The reasoner will
then try to infer further information via the ontology. Thereby, the individual Risk is inferred
as ExtremeHighRisk and there are additional warnings for wearing eye protection and hand
protection – see right side of Figure 6.

Although the use case is strongly simplified, it already illustrates how a user can be supported
in a work process and how it is possible to warn a user for potentially dangerous situations
through AR with the help of the “Learning an intermediate abstraction for reasoning” pattern.

5. Evaluation

For a first evaluation of the proposed framework, we discuss in the following the benefits
and shortcomings that have been identified through the prototypical implementation and the
application to a use case.

One of the advantages of the proposed framework is its flexibility. Since the ML Service, the
Ontology and Reasoning Service and the AR Application are modular, the framework is extendable
and adaptable. In addition, as the framework is platform independent, it can be used for any AR
device supporting the WebXR standard, e.g., a Microsoft HoloLens2 as well as state-of-the-art
smartphones and tablets.

Another advantage of this framework is that it is generic. The framework is not coupled to
a specific use case, but it can be used for a multitude of application areas. Since the ontology
is not directly derived from a task or situation, but from different states and objects, one can
use the framework for any situation in which such states and actions can be defined formally.
Further, the approach could be integrated with context-aware workflow management systems.



A drawback of the framework is its performance. Since the application has a chain-like
workflow (see Figure 3), the different steps in the process are processed one after the other.
This means that each step must be processed in a very short time. In the prototype shown
above, the ontology is rather small and the time to reason over it is short, i.e., approximately
20ms for an individual type assertion with the update of the ontology reasoning and 5ms to
get the types of a given individual when running the application in a local network. Therefore,
there are no delays noticeable for the user. However, if the ontology becomes very big or the
network connection is not adequate, the application could become slow, which is a critical issue
for AR applications. Further, the knowledge acquisition process for modeling the ontologies
requires a high effort. If the domain experts have no or only little IT knowledge in ontology
engineering this might be a problem. The dependencies between the different classes in very
complex ontologies might be a problem as well. If terminological reasoning is not sufficient,
rule-based reasoning could be used in addition [23].

Another limitation is the current state of technology. Head-mounted AR devices, e.g., the
Microsoft HoloLens2, are still heavy and not very comfortable to wear over a long time. Mobile
devices such as smartphones require a free hand to use them, which is not possible in all
situations. This limitation, however, may be eliminated in the near future by technological
progress, e.g., by using lightweight AR glasses or even AR contact lenses [24].

6. Conclusion and Outlook

The goal of our research was to develop a flexible, platform-independent framework for com-
bining AR, ML and ontological reasoning in a hybrid way to facilitate the development of
context-aware augmented reality applications. We focused thereby on open, state-of-the-art
web technology to make the framework platform-independent and the different modules flexible
and adaptable. We showed the use of the framework in a prototypical application for a carpentry
process for informing the user about safety measures. Finally, we evaluated the framework
based on this use case.

Future research will entail solving the described limitations by testing the framework with
more complex use cases including bigger ontologies. Further, we will include an AI object
recognition service in the architecture to complete the whole process. Moreover, the process
shall be extended to allow the prediction of likely next activities in a process. Finally, it is
planned to integrate the approach with on-going effort for AR-based enterprise modeling to
enhance existing modeling approaches with AR functionalities [25].
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