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Abstract

Although machine learning algorithms outperform humans in many predictive tasks, their quality de-
pends much on the availability of sufficient and representative training data. On the other hand, humans
are capable of making predictions based on “spontaneous” transfers of knowledge from other domains
or situations in cases where no directly relevant experiences exist. This can be seen very well in the task
of predicting lead times in goods transport, where sudden disruptions or shortages may occur that are
not reflected in historical data, but known to a well-informed human. If the variation can be anticipated
and more accurate lead times estimated, proactive measures can be taken to decrease the impact.
Therefore, we describe three novel approaches for delivery time predictions, combining a machine learn-
ing model with human input. The proposed logic covers two phases, learning based on actual delivery
data and capturing human knowledge to cover exceptional situations not reflected in historical data.
The proposed models and the resulting estimates were evaluated using deliveries from a retail company.
It was found that the pure machine learning model delivers better results than a combination of humans
and machines. On the one hand, this is caused by the complexity of incorporating human knowledge
into the algorithm in a suitable way. On the other hand, it is also due to the tendency of humans to
over-generalise the impact of certain events. Thus, although the pure machine learning model delivers
superior estimation accuracy than the human-machine combination, our systematic qualitative analysis
of the results presents insights for future development in this area.
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1. Introduction

Machine Learning (ML) techniques have been used for a long time and with great success for
the prediction of both categorical and numerical outcomes in a wide range of application areas
[1]. The respective algorithms identify patterns in historical data and extrapolate them to the
future. For several types of patterns, it has been shown that ML systems are able to outperform
humans, see e.g. [2].

However, ML approaches tend to provide rather poor results when only insufficient training
data is available [3] - this can happen for various reasons, e.g. because gathering such data
is expensive, data is skewed and thus under-representing certain rare events or because data
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has to be gathered in dynamic environments where patterns change quickly. The concept of
transfer learning [4] can partially alleviate this problem by adapting data from related domains
to new problems.

However, although ML approaches can outperform humans in many tasks, they do not have
the ability to do spontaneous transfers: one has to carefully plan and prepare transfer learning -
whereas humans are great in spontaneously transferring experiences between situations and
domains.

One particular strength of humans is the ability to recognize when historical patterns are
becoming invalid. In this paper, we will use the transport of goods and the prediction of delivery
times as an example of an environment where patterns and contexts can change dynamically:
although delivery times depend on a number of factors that machines can learn, there may
be sudden disruptions, congestions or staff shortages that invalidate the learned patterns. We
hypothesise that humans are able to pick these up by reading news (consider e.g. the blockage
of the Suez channel in spring 2021), being in contact with other logistics providers to know
about potential staff shortages etc.

Several scholars have proposed combinations of machine learning with human knowledge
(see [3] for an overview), in order to combine the strengths of both. In our work, we want to apply
some of these combinations to the problem of estimating delivery times in goods transportation.
Our main focus will be on a systematic qualitative evaluation of the problems and benefits
that such combinations imply. Although our results are not consistently favourable for an
ML-Human combination, we believe that a better understanding of the respective strengths
and weaknesses of both will contribute to developing better combinations in the future.

2. Background and Related Work

2.1. Transport Lead Time Context

The bridging of space for goods is referred to as goods transport. A transport system consists of
the goods to be transported, the means of transportation and the associated process [5]. The
process can be differentiated into internal (transport within a factory) and external transport
(transport from one geographical location to the other) [5]. In the present case, only the latter
will be dealt with.

According to [6], the physical process of transporting goods between countries by truck, ship,
rail, or intermodal is referred to as international freight transportation. Freight transportation
can include several stakeholders for each movement, including one or more shippers, carriers,
forwarders, third-party logistics providers, and customs for international flows. Table 1 shows
a selection of work in this area. Each transport mode has its challenges, especially regarding
the number of different transport legs and the connected uncertainties.

2.2. Machine Learning in Lead Time Estimation

As the overall accessibility to data has increased over the last couple of years, researchers and
commercial companies spotted the opportunity of benefits that machine learning models could
bring for goods transportation.



Transport Reference  Input Data Model
Mode
Road [7] Historical travel time data, Decision trees, clustering tech-
weather data, traffic data niques, support vector machines
[8] Historical travel time data, google Gradient boosting regression tree
maps data
Intermodal [9] Historical travel time data, Random forest
weather data, traffic data
10] Terminal data Adapted queuing theory
Ocean [11] Historical travel time data, real- Classification and regression tree
time tracking data algorithm
[12] Historical travel time data, Neural network,support vector re-
weather data gression
Table 1

Overview of Lead Time Estimation approaches

Algorithm Type accord- Algorithm Name Examples in Deliv-

ing to [13] ery Time Estimation
White-Box Decision Trees [14,15]

Bayesian Networks 16]
Black-Box

Artificial Neural Networks 19]

[
K-Nearest Neighbours [17,18]
[
Support Vector Machines [20]

Table 2
Machine Learning Paper Overview

In our context, the aim of machine learning is to predict the delivery time in days, a regression
task. White-box models, such as decision trees, are self-explanatory with regard to their
mechanisms and the decisions they make — something that makes a combination with human
knowledge easier. With black-box models such as neural networks, it is usually not possible
to understand the model due to their interdependence and complexity [13]. Table 2 shows an
overview of the different algorithms and a categorisation according to [13], whether they are
white or black-box models and thus allow direct interaction with humans. Furthermore, related
works are shown that have applied these algorithms in the field of delivery time estimation.

2.3. Combining Machine Learning and Human Knowledge

According to [21], systems that can learn from end users have rapidly gained popularity. Until
recently, this development was primarily fuelled by the importance of domain knowledge
for setting up machine learning algorithms. However, an increasing number of researchers
recognise that it is not only the feature selection and construction of machine learning models
that human input can significantly benefit the performance of systems. The authors also
mention that plenty of systems that transform data into computational models only involved
domain experts during the development phase. Nevertheless, there are also examples where the
human factor is directly integrated into the algorithm. [3] describe how existing knowledge



can be integrated into the machine learning process. The model designed is called «Informed
Machine Learning», and it describes how existing knowledge can be incorporated into the
design of the machine learning pipeline itself, feature engineering, or the pre-processing of the
training data. [3] start with the knowledge source, which qualifies the origin of the knowledge.
Figure 1 describes different ways of representing human knowledge, as well as its possible
integration into the machine learning algorithm. The latter can take place in four different
ways. For certain use cases, also combinations of these are possible [3]:

1. Influencing the training data (feature engineering or additional data sets).

2. Hypothesis Sets: The integration takes place via selecting the appropriate hyper parame-
ters or selecting suitable algorithms.

3. Learning Algorithm: A loss function is integrated, which inserts the existing knowledge
about algebraic equations.

4. Final Hypothesis: The prediction output of a learning pipeline, also called the final
hypothesis, can be compared to established information. Predictions that do not comply
with established constraints, for example, may be discarded or marked as suspect, ensure
the findings are compatible with prior knowledge [3], e.g., for simulations with constraints,
the final output can be cross-checked against an established rule set to comply with certain
rules and standards.

Source chmsenlatinn ]nlegraliﬂn
Which source of knowledge How is the knowledge Where is the knowledge integrated
15 integrated? represented? in the machine learning pipeline?

Algebraic Equations

Logic Rules

Simulation Results Training Data

i

Matural Sciences

Explicitly Validated

Differential Equations

Hypothesis Set

Knowledge Graphs Learning Algorithm

World Knowledge

Final Hypothesis

Probabilistic Relations

Implicitly Validated

Il

Invariances

Human Feedback

Figure 1: Taxonomy of Informed Machine Learning [3]



2.4. Contribution

The research regarding transport lead time estimations has shown that a large part of the work
deals with last-mile deliveries. In general, the literature focuses on the transport mode “road”
in the urban sector, while the authors [9] and [10] deal with intermodal transport chains. An
investigation of multi-link transport using a combination of machine learning and human
knowledge has not been undertaken in the literature to date. The estimation methods used are
widely spread in the different papers studied. The literature focuses on the use of historically
collected internal and external company data, which is used as the basis for machine learning.
The knowledge collected by humans, which has often been learned over many years by experts
in everyday life, is usually only used to develop machine learning algorithms. In contrast, the
present work considers an extended approach, which also wants to use this knowledge during
the actual prediction.

Besides, we see the systematic qualitative analysis of errors made by both ML models and
humans as a key contribution of our work (see Section 5.2): it will enable us to understand how
future ML-human combinations should be designed in order to avoid the imprecisions that our
approaches still exhibit. Also, the approach is not limited to one transport mode but includes all
different land, sea and air options.

3. Manual Lead Time Estimation Process

We describe several possible combinations of ML and human knowledge, all of which will be
applied to the data of goods transports issued by a large retailer. To understand the current
process of lead time estimation, we have conducted interviews and observations.

Since the challenge of delivery time estimates lies in multi-stage transport chains, the com-
ponents and their challenges are examined more closely in this section, before describing the
observed estimation procedures. For the delivery, the goods are loaded into the loading units on
paper or Euro pallets and then transported by truck, vessel, train or, in very exceptional cases,
by air. Consequently, with the exception of direct trucks from a sender to the end-receiver, the
goods are handled in ports, consolidation points and transhipment terminals. Therefore, the
delivery lead time can be divided into transport and handling times, as shown in Figure 2.

The co-worker responsible for the delivery estimation needs to gather the data from different
systems and stakeholders in the company. Afterwards, the co-workers need to average the
times of sub-components (valid for the various legs of the transported route), including
historical waiting and handling times and the nomination shares of carriers with different lead
times.

In the next step, the co-workers were observed while making the actual prediction. Com-
pared to the instructions, the co-workers’ actual approach was different. Instead of using
the contractually agreed lead time components as the basis for calculating the lead time, the
average of the last weeks is used as the basis for the estimate. Furthermore, the current process
of information gathering is manual. Human mistakes can significantly impact estimations,
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Figure 2: Waiting and Transport Times in the Supply Chain (derived from internal documents of the
use case company)

especially on complex routes with different transport modes and waiting times. Despite having
experienced co-workers in the team, the sheer number of senders and receivers makes it difficult
to verify each route manually. Therefore, the goal is to develop a model which combines machine
learning-based historical learning with the pro-active knowledge of the co-workers in the next
chapter.

4. Models Combining Machine Learning and Human
Knowledge

4.1. Data Preparation

Through the findings gained from observations and data mining results, waiting times and
distance have the most significant impact on the estimated time and were, among others, used to
extract features, which can be seen in Table 3. The source of the data is indicated in the feature
source column. In the present work, all possible features were included in the experiments
initially, and then Sequential Backward Elimination (SBE) [22] was applied. To further increase
the accuracy, Sequential Forward Selection (SFS) was performed additionally. Thus, the data
shown in Table 3 represents the final features for the lead time estimation model.

Over 60 different runs were performed in Azure Machine Learning. First, all regression
algorithms available in Azure Machine Learning (see [23]) were included in the experiment.
This was followed by an optimization of the parameters in order to adapt the model to the
sample data provided by the retailer. By parallelising the runs, a large number of different
algorithms could be tested per run. The best performing model was the XGBoost regression
algorithm, which belongs to the family of tree algorithms.



Numerical or Categorical Feature Source  Feature Name

Numerical Consignment Distance
Shipment Mid Receiver close to Sender Waiting Time
Shipment Port of Loading Waiting Time
Shipment Port of Discharge Waiting Time
Shipment Delivery Lead Time

Categorical Consignment Mid Receiver close to Receiver
Consignment Dispatch Month
Shipment Mid Receiver close to Sender
Shipment Main Carrier
Shipment Port of Loading
Shipment Port of Discharge

Table 3

Extracted Features

4.2. Model Design

In the next step, possibilities were evaluated as to whether the machine learning pipeline
delivers better results when enriched with human knowledge. The manual lead time estimation
described in section 3 and the pure ML model from the previous section provides the baseline,
which we compare to three different alternative models described in this section. The basic
approach of the procedure is shown in Figure 3.

-
—
' - p———
-===' -
—
Input Cleaning of Machine Output Cleaning of Final Output of
historical Data Learning Regression Results Pipeline
System generated. transactional Based on the historical Use the knowledge of Populate the combined data
data ofhistorical deliveries training data a regression humans for correction of the for usage in the fulfillment
cleaned from extraordinary model is created. model output in the pipeline system for future order
events by humans creation

Figure 3: Pipeline Overview for the Lead Time Estimation Model

The lead time estimation model to be developed consists of two main components: A machine
learning algorithm based on cleaned historical deliveries and an additional expert input that
uses human knowledge to improve the results of the machine estimation. The approach involves
modifying the machine learning output since the chosen algorithms are not directly interpretable
by humans but only via explainability packages like SHAP [24] or LIME [25]. In the present
case, SHAP was chosen as an explainer due to its good integration and strength to explain the
tree based XGBoost algorithm.



In the following three sections, three different approaches are presented in more detail.

4.2.1. Model A

In the first approach, only the values of certain features are modified by humans (see Table 3).
More precisely, the XGBoost algorithm is trained with the historical shipment and consign-
ment data, with two possible modifications by human transport planners:

« Before training the model, training data can be manually cleaned of unusual events (e.g.
a significant disruption in international container traffic). For example, some historical
delivery times were significantly larger than usual because ships could not call at the
port in Shenzhen (Yantian) because of tropical cyclone “Kompasu” [26]. Removing those
training data prevents one-off events from falsely influencing future estimates — with a
risk of removing events that are actually not one-off (e.g. cyclones happening in almost
regular intervals in certain regions).

« Before applying the trained model, the values of the port waiting times can be manually
corrected. For the port waiting times, an external data set with current port waiting times
serves as a support tool, but it only gives a direction and is subject to change by the
transport planners to reflect current trends or events.

4.2.2. Model B

In the second approach, as in Model A, the adjusted waiting time is also included, and in
addition, deviations known to the transport planner are recorded in an exception table. The
exception form allows to capture lead time corrections for specific sender-receiver combinations.
Optionally, transport planners can specify a reason for the correction, e.g. “Driver shortage for
Heavy Goods Vehicles (HGV) in the UK” — which is not used by the regression algorithm.

The exceptions are applied at prediction time, i.e. corrections are added to or subtracted from
the output of the regression algorithm , thus including any anomalies that are not reflected in
the historical data.

4.2.3. Model C

Like Model A and B, the third model includes modification of waiting times. However, as
opposed to Model B, the information is not captured in advance in an exception form. Instead,
the machine estimate is compared to the average last four weeks’ actual delivery times. A flag is
set in cases of large deviations, allowing the planner to look at the sender-receiver connection
in more detail, adjust the estimated value if necessary, and note a reason for the adjustment in
the output. It should be mentioned that this approach identifies many exceptional cases only
with a certain time lag. For example, a railroad company could announce construction work
on a route, which would extend the delivery time due to a train detour. This proactive input
would only be considered several days or even weeks later (maybe too late) — namely, when
there are already recent deliveries that show a significant deviation from the machine-estimated
value. However, letting transport planners examine and correct all connections (not just the
“suspicious” ones) is not feasible because of their large number.



5. Evaluation

5.1. Quantitative evaluation

While we trained our model on historical data, the tests were performed on “live deliveries”:
we asked transport planners to share their delivery estimates for 425 sender-receiver relations,
which they made according to their usual procedure, see Section 3, thus forming our “Model
Baseline”. We then ran all other models, again asking the transport planners for their input to
Models A, B and C, and recorded their predictions. Finally, in the period from August 15 to
September 15, we were then able to observe 5843 shipments on 330 of the 425 sender-receiver
relations. Their delivery times formed the ground truth for our evaluation.

Figure 4 shows the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) of the
purely human estimates (“Model Baseline”), the pure ML model and the three combined models
introduced in the previous section.

Model Baseline Model ML Model A Model B Model C
MAE 3.770 3.513 3.663 4.025 5.031
RMSE 5.347 5.161 5.112 5.574 7.313

Figure 4: Evaluation of the different models using Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE)

We additionally performed a Wilcoxon signed rank test to determine statistical significance
between each combined model and the two baselines. The result showed statistically significant
deviations between all models — A, B and C - and the human estimates (Model Baseline),
whereas all differences between the three models and the ML baseline were not statistically
significant at a confidence level of 95%. This is probably because estimates of the combined
models largely follow the primary direction of the ML estimates.

Thus, both the ML approach and Model A outperform a purely manual estimation, whereas
Model B and C lead to a significant deterioration of estimation results. All differences are rather
small when averaged. However, we will see later that rather large differences can occur locally.

Looking more closely into the types of errors that each method makes, Figure 5 shows actual
vs. estimated lead times for the two baselines and the most successful combination, Model A.
Data points below the orange line indicate an underprediction of lead times.

We can see that these occur more frequently for the two baselines, whereas Model A does
not have such bias in its errors. After considering the underlying training data, the bias of the
ML model could be caused by increasing delivery times over the last months. Since the model
learns from historical data and the delivery times were shorter in the beginning of the year,
they are also estimated too short. However, the current situation implies longer delivery times.
Therefore, the development can be seen as a COVID-19 consequence in 2021.

In the combinations of humans and machines, attempts are made to counteract this bias. Later,
we will see that there is a risk of over-generalisation in the human interventions. Specifically,
the high deviation in models B and C is also because planners grouped certain sender-receiver
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Figure 5: Scatter plot of actual vs. estimated lead time for (a) Model Baseline, (b) ML and (c) Model A.
The orange line has a slope of 1, i.e. represents correct predictions.

relationships in a lump-sum way. For example, during the estimation, it was assumed that a
rail strike in the transit country Germany would affect the flow between Italy and Sweden.
Therefore, an increase in the delivery time by five days was calculated. In fact, only a few
suppliers were affected for a short time by the strike and not the entire flow, which affected the
estimate’s accuracy.

Another systematic mistake that the ML model makes is the overestimation of very short
actual lead times - since these are exclusively Chinese senders and receivers, it can be assumed
that the model has another bias, as for most destinations, suppliers from China have a longer
delivery time than the rest of the world.

5.2. Qualitative analysis

For a qualitative analysis of errors, we used stratified sampling, binning errors with a step size
of 2 days, and then taking random samples of connections, with a size according to the number
of connections in the bin, considering only bins with absolute errors of at least 4 days. We then
analysed the root cause of the sampled errors.

5.2.1. Errors of the ML model

In a nutshell, the ML model suffered from the following categories of problems (numbers in
brackets indicate the number of connections in our sample affected by the problem):

« (5) Short-noticed deviation from the planned route due to operational circumstances, e.g.
in case of spontaneous bottlenecks

+ (3) Missing feature: this deviation mainly concerns routes where a so-called short-sea
carrier is used where waiting times can vary greatly depending on the time the ships
arrive in a port. The ML could not learn according patterns since only the distance was
available as a feature.

+ (1) Incorrect training data

One can see that the detected errors are ones that humans should be able to correct.



5.2.2. Errors of Models A, B and C

However, the combined models have other problems that cause them to perform suboptimally.
These problems can be described as follows:

« Lack of complexity: sometimes, adjustments were not possible in a sufficiently fine-
grained way. This concerned e.g. port waiting times in Model A where the transport
planners could register only one waiting time per port. However, some ports (e.g. Shang-
hai) have a fast lane for ships arriving from a local port, i.e. one would need to differentiate
waiting times into national and international arrivals. Although this is possible and would
increase the precision of predictions, such exceptions and their complexity could also
quickly lead to an excessive workload for knowledge engineering. A possible solution to
this dilemma could be to check whether capturing exceptions will affect a sufficiently
large number of deliveries — assuming that an 80:20 rule applies, i.e. capturing only the
20% most relevant exceptions should cover 80% of all deliveries.

« Lack of precision: similarly, adjustments that transport planners were asked to make
for flagged connections in Model C seemed to generate an excessively high workload — we
found that several errors were made because transport planners were overwhelmed with
the many flagged sender-receiver relations and tried to save time by applying generalised
adjustments to e.g. all relations involving the same sender and receiver countries. There
does not seem to be an obvious solution to this problem — but it confirms the result that
Model C is not a useful approach.

« Wrong extrapolation of trends: it was observed that humans tend to “extend” long-
lasting trends beyond their actual duration. In some cases, there was a clear and long-
lasting temporal trend of increasing delivery times — however, although the peak was
reached at some point and the curve went down again, humans still assumed that it kept
increasing.

« Wrong incentives: in the specific case we studied, transport planners were evaluated
by availability of goods — and thus had an incentive to overestimate lead times, ensuring
very timely delivery. Thus, planners inserted some “buffers” in their estimates in many
cases. Of course, overestimation also has negative consequences, most notably warehouse
capacities may be exceeded when goods arrive too early. However, warehouse capacity
issues do not have direct negative impact on the evaluation of transport planners in
the studied company. An obvious solution is to avoid bias by either not using any key
performance indicator (KPI) for the evaluation of transport planners, or to add a KPI
measuring storage costs.

6. Conclusion

In this study, we have described three possible ways of incorporating human knowledge into
a machine learning approach to estimating delivery lead times. We performed a quantitative
evaluation that did not show any notable improvements of such combined ML-human models.

However, we have been able to gain insights through our qualitative analysis that could lead
to better combinations: we observed that both machine learning models and humans have their



typical imperfections — as hypothesised, we see that machines tend to perform poorly when
situations change in such a way that historical patterns become invalid. While humans are
theoretically good in compensating for that, they tend to over-simplify certain issues, mostly to
keep efforts and complexity manageable. Another significant problem with human estimates
was caused by wrong incentives: humans had something to gain from overestimating lead
times.

Based on these insights, we believe that more successful combinations of ML and human
knowledge are possible in the future. We have learned from this study that their design needs
to ensure that humans are not overwhelmed with feedback provision and that they do not have
incentives for misprediction. We also believe that an improved integration of explainability
algorithms and a closer knowledge integration through algorithms like Bayesian Networks
could be addressed in future work to handle the discovered challenges.
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