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Abstract. Generating and analysing patient data in clinical settings
is an inherently sensitive process, requiring collaborative effort between
clinicians and informaticians to generate value from these data, while
mitigating risks to the data subject. As a result, efforts in utilizing exter-
nal patient data pose significant challenges. We propose a data-centric
framework based on the FAIR principles and GDPR guidelines to en-
hance data management at the point of care. By using the process of
data visiting, a cross-facility method for federated data analytics, we
can automate generation of novel aggregate data which was previously
not realizable. In two sequential studies we show that these techniques,
supported by a data stewardship programme, increase community-wide
involvement in data generation, improve transparency and trust, pro-
vide direct value and data ownership, and enable regulatory and ethi-
cally compliant, cross-national data visiting under curated accessibility
patterns for federated analytics.

Keywords: FAIR Data · GDPR · Data Management · Data Stewardship
· Clinical Data · Biomedical Ontologies · Data Federation · Data Visiting

1 Introduction

The generation and management of clinical Electronic Health Record (EHR)
data requires strong safeguards on adherence to regulations, data security and
protection of patient privacy and confidentiality [19]. These factors complicate
facilitation of regional analytics and data exchange, which is seen as a criti-
cal factor in concerns of global and cross-national population health. Various
methods have been developed to address concerns of data security and privacy
protection [10, 32]. However, these methods tend to be problematic in practical
use and lack ontology-based standards for cross-facility interoperability and the
versatility to enable adherence to regulations set out by the relevant national
Ministry of Health (MoH) and regional legislature.
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The study implemented by the Virus Outbreak Data Network (VODAN)
Africa investigates the preparation and use of digital patient data in Africa. The
African continent is least represented in global health data, and the limitations
and challenges on digitisation of health data that lead to biases in globally
available data are well-documented [20]. Highly developed nations generate the
vast majority of the medical data, and as a result see the most representation
and benefit from research, while low-resource and rural areas tend to generate
few data and consequently are underrepresented in health research.

Efforts of developed nations to generate digital patient data from remote and
impoverished regions with vulnerable populations have often led to extractive
practices [15, 3], producing data sets that do not become available to or directly
serve the benefit of local populations and their health facilities. The transfer of
patient data aggregates from the facility where the data is produced to external
research facilities, poses ethical and legal concerns, in terms of the ownership of
the data and the link to the point of care [6].

These practices in data generation have led to a lack of trust due to the ab-
sence of standards in data ownership [14] and insufficiency of procedural trans-
parency within the generation and use of the data. Lack of capacity of data ana-
lytics within facilities compounds the problem of delaying adaptation of localized
information systems within clinics that can enable medical data generation and
regional clinical data exchange [1], while these localized data management prac-
tices at point of care are essential to the development of trustworthy and legally
compliant data generation methods [26, 23]. The lack of ownership and meaning-
ful use of the data further undermines the potential acceptance of digitisation of
patient data by the patient and other stakeholders. Hence, the quality and com-
pleteness of such data can be affected by the obstacles to adoptation of proposed
digitisation processes of electronic patient information [6].

Data management methods based on FAIR have been proposed as data lo-
calization strategies to improve the standards for patient data generation and
interoperability, and GDPR was utilized as a baseline standard to bridge the gap
to governance, which resulted in two studies implemented in Africa, spanning
from April 2020 - September 2020 and October 2020 to October 2021 [20].

2 FAIR and GDPR Standards

A central standard for regulatory frameworks within this study is encapsulated
by GDPR, which forms the basis of the initial trial by conceptualizing the point-
of-care as both data processor and data controller [4]. By using these standards,
explicit data ownership for the data subject and full control over data are pro-
vided at local levels while allowing for usage of these data under informed con-
sent. Within initial conversations with stakeholders across eight African nations,
including Tanzania, Uganda, Ethiopia, Somalia, Nigeria, Kenya, Tunisia and
Zimbabwe, this baseline was found to provide sufficient common ground while
being flexible to more stringent regulations layered upon GDPR as required by
local regulators [28].
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Fig. 1. Levels of Data Processing and Access Control.

An advantage of this approach is that GDPR in itself already provides a le-
gal framework to enable consent-based exchange of processed, anonymized data,
requiring an assessment of the relevance of the purpose of the data-collection.
However, to enable collaborative use of data such as federated analytics, we have
to look towards FAIR and ontology-based metadata to provide transparent, con-
sistent and machine-readable structure to data across different health facilities
[13], which can be sourced from HMIS already in use.

By ensuring FAIR compliance at the point of data generation, we provide
a set of transparent rules for permissions under which data can be found and
accessed, which is essential in forming trust in management of sensitive data.
A six-level system of access is illustrated in Figure 1, in which personal data
are not permissible to leave the facility while aggregated, processed and anony-
mous data may be exchanged through incremental levels of auditing required
before clearance is provided [9]. Interoperability is enabled through biomedical
ontologies, defined by research communities, providing the semantic links be-
tween data which can then be put into practice through metadata templating
[16]. The World Health Organization SMART guidelines recognize the relevance
of interoperable digital data use all of these levels, including the importance of
the meaningful use of data for quality health access at point of care [12].
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3 Study Results

To address concerns on security and privacy of patient data, which requires ca-
pacities to purposefully address the data production and assignment of responsi-
bilities regarding permission, a data stewardship programme was conceptualized
that aims to build a network of local experts on data management and gover-
nance [31]. Foundational to a versatile platform of trust and expertise in regard
to local and regional circumstances lies the interaction between human domain
experts and novel technology, and by bridging this gap, improvements in trust
and safety can be attained. Data stewards are primarily trained to handle data
management and auditing of data processing directly at the point of care.

Utilizing FAIR, assisted by biomedical ontology services such as NCBO Bio-
Portal [30], has already seen great potential in managing, analysing and reusing
biomedical samples across research facilities, for which we show an example in
Figure 2. Unique identifiers and data provenance support the documentation of
data ownership, while the use of common terminologies and semantics through
ontologies ensures that analytics across facilities is possible. Making such tech-
niques common practice for EHR data makes cross-facility and global analytics
of population health data possible without loss of data ownership or extensive
post-processing. This is critical for observational research with very limited data
such as rare diseases, which impose de-anonymization risks, or time-sensitive
analytics such as measuring incidence of COVID-19 across geographies.

The first study was conducted with universities within Africa, across Uganda,
Kenya, Ethiopia, Nigeria, Tunisia and Zimbabwe, in a collaboration of Kampala
International University (KIU), Tangaza University, Mekelle University, Addis
Ababa University, Ibrahim Badamasi University, University de Sousse, Great
Zimbabwe University (GZU), as well as the Leiden University Medical Center
(LUMC) [8, 20, 21] in Europe consisting of two core components. The first core
component was the sustainable data stewardship programme Training of Train-
ers (ToT) to train experts in data process curation and data management, based
on the FAIR principles under GO TRAIN [25].

The data stewards in turn are also equipped with skills to transfer this exper-
tise to other aspiring data experts, contributing to the UN sustainable develop-
ment goals [22]. The training program has resulted in 30 trained data stewards
whom can produce human and machine readable vocabulary relevant to patient
data records [28], from which ontologies can be defined that provide mappings
of data to semantics for FAIRification during point-of-care data production.
Adhering to the process of building expertise through ToT, the technological ar-
chitecture was developed and FAIR Data Point (FDP) services were established
within clinical settings at medical facilities. The FDPs were implemented using
local deployments of DS Wizard [17] to enable FAIR data production, for which
data generation was modelled on the WHO SARS-CoV-2 electronic Case Report
Forms (eCRF) ontology [2] stored as RDF graph databases.
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Fig. 2. An example of rich, ontology-assisted metadata and associated data already
being successfully applied and used to enable interoperability and reusability in
anonymized pathogen samples isolated from patients [24] (NCBI).

Following deployment, experiments were performed with local, in-residence
data production and subsequent cross-national SPARQL queries using the FAIR
data visiting model [18]. The first such clinical query utilizing the findability
and accessibility framework of FAIR was held on 29 September 2020 between
the FDPs at KIU and LUMC. This study demonstrated the feasibility of data-
querying of federated analytics across two continents, involving patient data held
in residence, curated and stored in the place where the data was produced.

A successful proof of concept was presented on international regulatory agree-
ments and a clinical implementation of the data ownership preserving framework
modelled using the FAIR concepts and GDPR. During this experiment, inter-
national cooperation and expertise was developed with focus on findability and
accessibility of clinical patient data, findable under well-specified and transparent
conditions. The aspects of interoperability and reusability were not operationally
implemented during this study and there was only one eCRF as an immutable
ontology which limited the flexibility of use.
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In direct continuation of the first trial, a second study was conducted to ad-
dress novel methods to combine ontology-assisted technology and community-
expertise in order to enable cross-facility interoperability and ultimately reusabil-
ity of data [20]. The second study period saw the number of participating nations
increase from six to eight including clinics and hospitals from Ethiopia, Kenya,
Nigeria, Somalia, Tanzania, Uganda, Tunisia, and Zimbabwe.

Essential to these efforts were retooling and deployment of localized CEDAR
[7] instances, which provide an open source platform assisted by BioPortal on-
tologies to produce, share and curate metadata templates and the data generated
from these templates in RDF format. This ensures that data has full providence
during production and provides interoperability through the open and transpar-
ent definitions of the ontologies. Different templates based on the same ontologies
are inherently interoperable on Common Data Elements (CDEs) [11], while data
from different ontologies can be matched by similarly utilizing common terms
and ontological semantic linkages [5, 27], which match the semantics from one
graph structure to another as a translation layer.
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Fig. 3. FAIR and GDPR-based Framework for Data Processing and Analytics.

Central to the advantages offered by this approach are the engagement of
the scientific community, medical facilities, data stewards and legislature, which
all have been involved in the design and deployment of this architecture. In
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addition, broad scale support was received from both the medical community
as well as the local MoHs [29]. During the second study, country coordinators
have been specified for each country to liaison with local facilities and MoHs,
while technical leads form the bridge between country coordinators and the
deployment. Data stewards are primarily tasked with guiding and auditing the
day-to-day operation of data generation and processing tasks.

The study pioneered a novel, fully FAIR and GDPR compliant, localized
health data generation procedure as a distributed network of FDPs that can
either function entirely independently or collaborate through data visiting pro-
cedures [20]. The resulting minimal viable product resolved the issue of data
ownership by fully FAIR local data production being conducted and utilizing
expertise from data stewards to conduct audits on data visiting requests, which
ensures that all data visiting queries, either to specific facilities or across all
indexed FDPs, comply to data ownership standards and regulations. This is fa-
cilitated by means of local data processing, such that the original data never
leaves the confinement of the medical facility, towards completely anonymized
processed data or aggregates modelled as federated analytics.

The complete procedure of this study is illustrated in Figure 3. This shows
the flow of data from the data owner, in this case the data subject, interpreted
by local clinicians, processed by data stewards using the FAIR data tooling
and then being made available in local storage. Often these data originate from
current health information systems such as DHIS2, from which data can also be
imported into CEDAR as JSON or RDF formatted data. Upon request for data
access using transparent accessibility procedures, under predefined conditions
and permission by the data controller, aggregated data can be made available
upon clearance of audit by the data steward.

4 Conclusion

During this study we have investigated, implemented and deployed a novel FAIR,
GDPR compliant data management architecture for curating, repositing and
analysing patient health data across health facilities. We have shown that by
using the FAIR principles, we can utilize biomedical ontologies to formally struc-
ture the data generation process through facility-catered metadata templating,
while retaining interoperability among data sources defined by these templates.
These formal specifications for interoperability provide an essential component
for privacy-oriented federated analytics across health facilities.

With this study we have identified the universal need for the recognition of
data ownership and control of patient data in relation to the health facilities
where data is produced, and the recognition of data origin and legal rights of
the patient as data subject. Data stewardship is proposed as a key instrument
in ensuring there is transparency, community-based trust and accountability for
repositing and processing patient data, as well as being instrumental to audit-
ing aggregated analytics performed on these data. This has shown encouraging
results with broad support from both health facilities and national MoHs.
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In addition, we recognize the importance of the locale of data generation.
By keeping full control over the data at the most localized level, we ensure that
data are handled in accordance with local regulations and ethical foundations.
Based on the support from legislature and research communities, we have found
evidence that doing so leads to a higher engagement in data production within
previously underserved communities. Broad engagement is essential in reducing
data bias and can encourage that aggregated data are being used and analysed
in a way that is meaningful within the local context.

By securely repositing data at the most localized level, while exposing cu-
rated, rich metadata under FAIR, we enable the possibility for federated data
analytics upon individual, controlled authorization without the risk of exposing
the underlying sensitive data. While generating FAIR data can be enabled using
a systematic ontology-matching approach, by linking the data generation process
to FAIR templates based on domain ontologies, the auditing of data processing
and analytical queries still requires significant knowledge and responsibility to
comply with ethical standards and local regulations, for which data stewardship
forms an essential area of local expertise.

Underlining these findings lies the importance between the relationship of
data generation and the in(direct) purpose of such data collection and processing
activities. Significant progress in EHR data analytics can be made by improving
the processes from the very origin of the data and ensuring that these processes
are transparent, well-defined and FAIR, which is in line with the SMART guide-
lines presented by the World Health Organization.
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