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Abstract

Advances in technology have led to the development and widespread use of high-
performance mobile devices. One such device is the smartphone which is a kind of cell
phone with operating systems such as IOS and Android and has the highest penetration
rate in the world. The use of deep learning in smartphones leads to the spreading of
Al-based services. In addition, the demand for image recognition in edge devices and mo-
bile devices is increasing due to examples such as face recognition. This paper proposes
an ancient documents text recognition system for Android, using communication with a
recognition Al model equipped server. An image recognition application without uses a
server is equipped by using TensorFlow Lite for the performance comparison. The results
show that the recognition time of the TensorFlow Lite application is shorter than that of
the system using a server. However, the CPU and memory usage of the proposal is lower,
and the operation is more stable. Hence, the proposed system is more stable in considering
the hardware usage.

1 Introduction

Recent technological advances have led to the development and widespread use of high-
performance mobile devices. One of them is the smartphone, which is a kind of cellphones
equipped with the world’s commons OS such as IOS and Android. Featuring touch and flick
operation on the touch panel offers a variety of services through unique applications in smart-
phones.

Furthermore, smartphones employ deep learning technologies, letting the application field
expand even further. In the field of image recognition, Deep Learning technologies use a multi-
layered neural network for learning, which has higher accuracy than conventional image pro-
cessing methods, and various studies are being conducted[l, 2, 3]. Usually, the deep learning
models are equipped on high-specification PCs with GPUs. Currently, with the researchers’
hard work, some slight deep learning models are realized to be applied on resource-limited edge
devices, mobile devices, and so on [4, 5, 6].

Our team has also been studying ancient documents for some time. One of them is the Oral
Bone Inscriptions, which were used in ancient China 3000 years ago and became the origin of
Chinese Characters. OBIs are carved on animal bones and turtle shells, which are cracked and
deteriorated, making them difficult to recognize. In our previous research, we have succeeded in
achieving a high recognition rate by building a system using multiple deep learning models [7].
However, since this system is published as a PC or web API, we need to prepare a high-spec PC
and browser environment. Hence, we consider that we can analyze OBIs more easily by using
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an Android application to do these things. For example, an OBIs image taken by a camera
can be recognized instantly. As there are no implementation examples of OBIs recognition in
Android, we research the implementation of deep learning models and the use of deep learning
in smartphones to realize this application.

Implementing deep learning on Android devices using frameworks such as TensorFlow|3]
and PyTorch[9], are possible to create standalone applications which perform image recognition
only using Android devices.

However, not all Android devices have identical specifications, and it is difficult to guarantee
that the application can work on all devices because the application depends on the specifica-
tions. Therefore, in this paper, we develop a recognition system that guarantees the operation
of applications by using a server to perform image recognition instead of the Android device.
Specifically, the trained deep learning models are equipped on the server previously.

In the recognition processing, the target images in the Android device are sent to the server
firstly. Then the image recognition is performed in the server using a trained model. Finally, the
android device the recognition results. To prove the effectiveness of our proposal, we compare
the system performance with the standalone application, implementing a trained model using
TensorFlow Lite.

In section 2 describes related work. Section 3 introduces the recognition flow of the proposed
system. Section 4 reports and discusses the experimental results, then the paper is concluded
in section 5.

2 Related work

2.1 TensorFlow Lite

TensorFlow is an open software library for numerical computation released by google. It is
also a numerical library specialized for deep learning that can perform calculations on mul-
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Figure 1: Deploying TensorFlow Lite[8](https://www.tensorflow.org/lite/convert /index?hl=ja)
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tidimensional arrays of “Tensor”. Almost all of the major operating systems are applied to
TensorFlow, such as Linux, macOS, and Windows, for the reason of TensorFlow’s extensive
library and customization features. Currently, TensorFlow possesses a larger number of users
among deep learning frameworks.

TensorFlow Lite is a toolset for running TensorFlow models on the edge and mobile devices,
which provides APIs to enable inference on mobile devices, the transformation of TensorFlow
models for mobile devices, and model optimization through quantization and other means.

The flow of deployment to edge devices and mobile devices is shown in Figure 1 by using
TensorFlow Lite. Firstly, TensorFlow Lite Converter converts a model trained with TensorFlow
APIs. Secondly, the model is deployed using the publicly available TensorFlow Lite API. It
also has an API for deploying to Android.

2.2 System target of Oral Bone Inscriptions Recognition

The goal of our system aims to recognize and organize the ancient documents, including OBIs
[10], rubbings[11], Japanese Kuzushiji documents[12] and so on. This paper only focuses on
OBIs recognition and organization.

OBIs are one kind of ancient character, used in China more than 3,000 years ago and are
the origin of Chinese characters. They were carved on turtle shells and animal bones because
there was no ink and paper. Deciphering OBIs is very important for the study of history and
Chinese characters. However, they are difficult to be deciphered due to severe deterioration.
Hence, researchers have tried to recognize the OBIs by image processing and deep learning
[13, 10, 14]. However, these methods should cut OBIs images manually. Furthermore, some
researchers have tried to realize detecting OBIs from Oracle Bone and recognizing the OBIs in
the same system [14, 7].

For the researchers are easy to recognize the OBIs online, the goal of this paper is to build
an online OBI recognition system based on Android using two deep Learning models shown in
the paper [7].

(4) Showimage ( ‘ (1) Upload image - (2) Recognition
Android
=

(3) Download image

Figure 2: System flow
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3 System flow

The system flow of the proposed method, a server-based image recognition system, is shown in
Figure 2.

In the first step, YOLOv3[15], an object detection and recognition model, is applied to
recognize multiple characters simultaneously. However, detecting all characters without errors is
very difficult. In the second step, the user trims the undetected characters manually and applies
MobiliNet to recognize the undetected characters. The system is installed in an application
programming interface and is open to researchers and other interested users. The Android
application in this paper is challenging work of this API. Hence, only YOLOv3 is applied for
detecting and recognizing OBIs.

(1) Image uploading
The first step is to upload the image from the Android device to the server. We use the
POST method of the HT'TP protocol to communicate, requesting the URL on the Android
side and writing the image data in the request body. The MIME type is “multipart/form-
data”, which sends three pieces of data. The type attribute of each input element is
“submit”,“ file”, and “text”.

“file” is an image file.

“text” contains a number and indicates the threshold of the image recognition result.
“submit” is the trigger for Upload, and the server-side starts processing when it receives
“submit”.

(2) Image recognition
The second step is to perform image recognition on the server. YOLOv3 is applied in
this work, which runs on DarkNet, a framework built-in C programming language, to
recognize OBIs. DarkNet refers to the directory path of the image stored in the server
and the received threshold value and processes it. The output images of the recognition
results are saved in the same directory in the server.

(3) Image Downloading
The third step is to download the image. At the same time as the recognized recognition
result is stored in the server, the Android side sends a request and starts downloading the
image using the GET method of the HTTP protocol.

(4) Show image
The fourth step is to display the downloaded image of the recognition result on the
Android application.

4 Evaluation

We equip the proposal system on android, uses Xperia XZ1 Compact with 4GB memory and
32GB storage. Five OBI rubbing images are employed as the testing image, which is selected
from book [16].

For comparing the performance, and TensorFlow Lite system is also equipped on android.
The proposal results and the TensorFlow Lite results are shown in Figure 3 and Figure 4,
respectively. The detected and recognized OBIs are crossed by a bounding box, which proves
two of the system are equipped very well.
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Figure 4: Evaluation results of TensorFlow Lite

Figure 3: Evaluation results of the proposal application

Table 1: Performance of the proposed system

Image name | Image size Recognition Average CPU Average memory
time usage usage

00004.jpg 45.07KB 3.078s 5% 48.2MB
2.jpg 46.52KB 2.969s 2% 51.9MB
30.jpg 49.99KB 2.980s 3% 52.4MB
00009.jpg 38.71KB 2.981s 6% 52.2MB
2426-36-1.jpg | 256KB 3.571s 6% 51.2MB

4.1 Evaluation results

The performance of evaluation results are shown in Table 1, Table 2.

Recognition time
In terms of recognition time, the TensorFlow Lite app is generally shorter than the pro-
posed system. However, the recognition time of 2426-36-1.jpg is almost the same, indi-
cating that the recognition time of the TensorFlow Lite application is highly dependent
on the file size.

CPU usage and memory usage
In terms of average CPU usage, the proposed system uses less than CPU 10% of the CPU
in all five images. While the TensorFlow Lite app uses approximately 40 “50%.

About the average memory usage, the TensorFlow Lite application uses about 530MB,
while the proposed system uses about 50MB which is only 10% of the TensorFlow Lite
application used.
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Table 2: Performance of TensorFlow Lite system

Image name | Image size Recognition Average CPU Average memory
time usage usage

00004.jpg 45.07KB 1.204s 38% 526.8MB
2.jpg 46.52KB 1.044s 50% 521.5MB
30.jpg 49.99KB 1.233s 50% 538.5MB
00009.jpg 38.71KB 1.434s 39% 535.7MB
2426-36-1.jpg 256KB 3.556s 42% 528.9MB

The CPU and memory usage of the proposed system is reduced because Android’s tasks
are only communication and image display.

Application size and startup time
In terms of Application size, TensorFlow Lite utilizes 289MB of memory. However, the
proposed application utilizes 13.72MB is only 4.7% of TensorFlow Lite. Hence, the pro-
posal is a slight application that has a great advantage in memory utilization.

In terms of startup time, the proposed system is 0.572s. However, the TensorFlow Lite
application costs 3.147s which is 5.5 times longer than the proposal. It also proves the
advantage of our proposal in startup time.

4.2 Discussion
4.2.1 Discussion in Performance Comparison

In terms of the recognition time, the TensorFlow Lite application is shorter than the proposed
application. This is because the proposed method relies on communication. The communica-
tion flow consists of establishing a connection, waiting for server processing, and receiving the
resulting image. The average waiting time for server processing was about 2 seconds. This
is because the model of the TensorFlow Lite application starts running immediately after the
start of inference, while the model of the proposed method starts running only after the image
transmission is completed.

In terms of CPU and memory usage, the TensorFlow lite application is more expensive.
Furthermore, Android devices use about 1 to 1.5 GB of memory to run the OS, causing the
system cannot provide too much memory to run the other applications. Otherwise, the proposed
system only uses a few memory and more stable for users.

Since Android devices currently in widespread use range from those with high specifications
to those with low specifications, we consider that a proposed system with stable operation is
superior for providing as a service. However, if the specifications of Android devices increase
with the development of technology and Android devices with high specifications become com-
mon, the operation of the TensorFlow Lite app, which is a stand-alone application, will be
guaranteed. It is also possible that research on optimization and efficiency of deep learning
models will progress and applications will become even lighter. The stability of the operation
of the stand-alone application is an issue for the future, and we conclude that the proposed
system using communication, which is currently stable, is better.

96



4.2.2 Discussions in OBIs Recognition

OBIs Recognition using deep learning has its problems. It is the lack of data sets and the
resulting low character detection rate in the object detection model. In the previous study
[7], another inference model was prepared and reinforced to compensate for the low detection
rate. The data sets for the object detection model has to be created manually, which is not
an easy task because it requires knowledge of the crustacean characters and errors occur. The
proposed method in this paper uses communication to recognize OBIs; OBIs images are sent
from Android devices so that the images can be stored in the server. We can then use the images
and recognition results to create a data sets to enhance the recognition model on the server.
This is an advantage of the proposed method for OBIs recognition because in a standalone
application, it is very difficult to re-train the recognition model because it is implemented in
the application and the specification of the device is too low to train it. However, there are
many problems that need to be solved, such as how to modify the collected data and how to
retrain it. These are our future tasks.

5 Conclusion

Smartphones are cell phones equipped with an operating system and have the highest pene-
tration rate in the world. Therefore, the use of deep learning in smartphones will lead to the
further spread of Al-based services. In addition, the demand for image recognition in edge
devices and mobile devices has been rising in recent years. This paper proposes an ancient
documents text recognition system for Android, using communication with a server. The com-
parison of performance is done with the image recognition application using TensorFlow Lite.
The results show that the recognition time of the proposal is longer than that of the TensorFlow
Lite application. However, in the viewpoint of CPU and memory usage, the proposed system
can be guaranteed to work even on devices with low performance. Also, in the viewpoint of
OBISs recognition, the proposed method was shown to be superior because of the possibility of
expanding the data sets. Our future work is to build a better system for relearning using the
proposed method and to improve the stability of the operation of the standalone application.
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