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Abstract

In the tough COVID-19 pandemic, wearing a mask in daily life becomes an important
habit. However, sometimes people forget to wear a mask or wear a mask incorrectly in
careless. Hence, alarming the problem of protecting ourselves from COVID-19 becomes a
key challenge. Unfortunately, at home security or office security systems, wearing a mask
lets the person identification lost its function. Hence, masked-person identification becomes
an essential issue. This paper proposes an AI-based mask-wearing status recognition and
person identification system for solving the above problems. The system consists of three
stages, face detection based on MTCNN, mask-wearing status recognition, and person
identification using MobileNetV2. Masked-person identification is one of the functions of
the proposed system. The experimental results show that the face detector reaches almost
100% accuracy among 3000 images. The mask-wearing status recognition has a 96.1%
test accuracy in 300 test images, and person identification achieves a 98% recognition
rate. In summary, the effectiveness of the proposed system is proved by the high accuracy
recognition rate.

1 Introduction

In 2021, the largest pandemic in recent history spread through the world: COVID-19. As of
May 15, 2021, there have already been 156 million cases and 3 million deaths around the world
[1]. Many people in many countries and regions are unwilling to wear a mask[7]. People who
wear a mask incorrectly are under the same risk as people who do not wear the mask. As
deep learning developing, utilizing neural networks to recognize the mask-wearing status is a
challenge to alarm people to wear masks correctly.

However, person identification becomes difficult when people wear a mask because feature
points on the lower half of the face are untouchable[5]. Especially at home security or office
security systems [16], person identification may lose its function when people wear a mask.
For solving these problems, we propose an AI-based system for recognizing three mask-wearing
statuses and identifying masked-person.

The system consists of three stages, face region detection, mask-wearing status recognition,
and person identification. As the first stage, face region detection aims to detect and crop the
face region in the image accurately. MTCNN (Multi-task Cascaded Convolutional Networks)[17]
is an effective method for face region detection, which is employed for detecting face regions in
images. The second stage is mask-wearing status recognition which aims to recognize the mask-
wearing status. The mask-wearing status consists of three classes, wearing the mask correctly,
wearing the mask incorrectly, and not wearing the mask. Each class uses 1500 images from
Real-World Masked Face Dataset(RMFD)[15] ,and Adnane Cabani’s Incorrectly Masked Face
Dataset(IMFD)[2]. For realizing the system in small tissues such as the laboratory, community,
or the company, we apply MobileNetV2 that is a slight, high accuracy model [8] for mask
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wearing-status recognition. Person identification is the third stage for identifying the person.
For realizing the masked-person identification, the proposal uses the top-half face merely. Hence
we only need to crop the top-half face precisely by image processing. In terms of MobileNetV2
selection, the default output of MobileNetV2 is 1000 classes which fits for a larger number of
people identification. The contributions of this research are shown as follows:

• In the authors’ opinion, a few papers introduce a deep learning method for detecting the
face, recognizing the mask-wearing status of the mask, and identifying a person (including
the masked person) in the same time. Hence, it is a significant challenge to using the deep
learning-based method for person identification.

• A few papers pay attention to incorrect mask-wearing status. Hence, it is meaningful to
do this mask-wearing status recognition in this project.

• The proposal contributes to inhibiting the pandemic by applying this system. When
people are used to wearing a mask correctly, the transmission capacity of the virus would
be under control.

This paper composes of 5 sections. Section 2 is related works that introduce the material. 
Section 3 describes the system flow entirely and explains the algorithm which we used in the 
processing. Section 4 explains the experimental condition, dataset, and analysis of the experi-
mental results. Section 5 details the conclusion.

2 Related works

Mask-wearing status recognition is a general project due to the Covid-19 pandemic. The paper 
“Covid-19 Face Mask Detection Using TensorFlow, Keras, and OpenCV” which is created 
by Arjya Das from Jadavpur University[3], raises a method that uses Haar-cascade to detect 
face and trains CNN model to classify mask-wearing status. Chandrikadeb purposes another 
approach in their GitHub project[4], which similar to our proposed system. They utilize a 
Caffe-based face detector in conjunction with a fine-tuned MobileNetV2 for mask-wearing status 
recognition. They can achieve a decent 0.93 F1 score on the classification. Nevertheless, they 
only set two classes which are the status of mask-wearing and not mask-wearing.

3 System flow

Figure 1 shows the system utilizes three neural networks, including face region detection using 
MTCNN, mask-wearing status recognition using MobileNetV2, and person identification using 
another MobileNetV2. MTCNN detects the face in the image and takes the facial image out, 
firstly. The facial image is transferred to the second stage where MoblieNetV2 is applied for 
recognizing the mask-wearing status. Then, the facial image is also rotated and cropped for 
creating the top half face by image processing. After the image processing, the top half face 
image is sent to the last stage for person identification by another MobileNetV2.

3.1 Face region detector and image processing

Based on our survey, MTCNN is a well pre-trained network for face region detection with high 
accuracy, becomes one of the most popular face detection tools today. Hence, the face region 
recognition package of MTCNN i s used f or building on-top of Tensorflow. MTCNN i s a neural
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Figure 1: System Flow

network for detecting faces and facial landmarks on images, which consists of 3 neural networks
connected in a cascade, P-Net, R-Net, and O-Net.

In the first stage, the MTCNN creates multiple frames which scans through the entire image
starting from the top left corner and eventually progressing towards the bottom right corner.
The information retrieval process is called P-Net(Proposal Net), is a shallow, fully connected
CNN. In the second stage, all the information from P-Net is used as an input for the next neural
network called R-Net(Refinement Network), a fully connected, complex CNN which rejects a
majority of the frames that do not contain faces. In the final stage, a powerful and complex
neural network, known as O-Net(Output Network), as the name suggests, outputs the facial
landmark position detecting a face from the given image.

A person with a mask is difficult to be recognized, the reasons are listed as follows.

• The facial features, such as the nose and mouth are blocked. The features that can be
utilized to identify the face will be reduced apparently.

• The physical distribution of distinguishable information such as face contour also changes.
Hence, the accuracy of the person identification model trained according to the traditional
methods will decrease.

We propose that using solely the top half face to do person identification to solve the problems.
For properly cropping the top half face, an efficient method building on-top of OpenCV is
employed. [14] adopted that method to rotate images. However, our system calculates the
angle between the eyes and the horizontal line to rotate the facial images. The calculation of
angle is based on the key points recorded by MTCNN. By obtaining the coordinates of the eyes,
we get the angle between the eyes and horizontal line. Result of one rotation in our images is
shown in figure 2.
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Figure 2: Utilizing key points to rotate and crop the facial image

Networks macs(million) parameters (million)
MobileNetV2 314.13 3.50
Resnet18 1819.00 11.69
VGG16 15484.00 138.35
Densenet121 2.86 7.97
GoogLeNet 1505.00 6.62

Table 1: The numbers of floating-point operations and parameters

3.2 Mask-wearing status recognition and person identification

It is important to compare the accuracy and networks size. We test the networks inculding 
ResNet18[6],VGG16[12], MobileNetV2[8],DenseNet121[9], and GoogLeNet[13]. Due to the Mo-
bileNetV2 has less parameteres (see table1) and relatively high inferences speed, we choose 
MobileNetV2 as the mask-detecter and person identifier.

MobileNet is a CNN architecture model for Mobile Vision. What makes MobileNet special 
is that it can run and apply transfer learning with less computation power. Therefore, it 
has a perfect fit for Mobile devices, embedded systems, and computers without GPU or low 
computational efficiency with relatively high accuracy. MobileNet is based on a streamlined 
architecture that adopts depth-wise separable convolutions to build light weight deep neural 
networks. Due to this special architecture, MobileNet significantly reduces the number of 
parameters.

The mask-wearing dataset and the mask-not-wearing dataset we used originate from the 
Real-world Masked Face Dataset(RMFD) from Wuhan University[15]. The dataset that 
people don’t wear masks properly comes from Adnane Cabani’s Incorrectly Masked Face 
Dataset(IMFD)[2]. Each dataset has 2,000 images, 60% of the images used as training dataset, 
35% of images utilized as validation dataset, and 5% of images applied as test dataset. Because 
of the great dataset, this mask detector has a steady accuracy.

Similarly, we use MobileNetV2 continuously as our person identification model. The differ-
ence is that we train this model using our dataset. In this stage, we create a dataset, each of the 
classes puts in 500 pre-processed images. Pre-processing has two steps, firstly, take the photos 
and crop the face in the image. As much as possible to take photos from different distances 
and different angles. Then, cropping the top half of the face and enhancing the data.

4 Experimentation

The current system including three stages is built in the Intel(R) Core(TM) i7-9700 CPU and 
Intel(R) UHD Graphics 630. The image size is set to 320 × 320 in the experimentation. This 
section shows the experimental results of each stage.
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Detector accuracy FPS
MTCNN 0.99 4.5
Haar-cascade 0.20 46

Table 2: Performance Comparison between MTCNN and Haar-cascade

4.1 Experimental results of face region detection

Because the MTCNN is pre-trained in Tensorflow very well, the training dataset and training
processing of MTCNN are omitted. For comparing the performance of MTCNN with current
research, the additional experimentation of Harr-cascade is done in this research.

2000 test images are selected from Karras, T’s Github project[10] randomly, including front
faces and side faces.

The comparing results of Haar-cascade and MTCNN are shown in table 2. MTCNN achieves
99% accuracy with the speed of 4.5 FPS in detecting the face region. Haar-cascade has only
20% accuracy and a speed of 45 FPS. Due to the high accuracy of MTCNN, the MTCNN is
applied as the face region detector.

4.2 Experimental results of mask-wearing status recognition

MobileNetV2 is applied for recognizing the mask-wearing status. The training processing is
done on the CPU intel Xeon e5 1650-v3 and GPU Geforce GTX TITAN X. In detail training
parameter, the batch size, the epochs number, learning rate, and the weight decay are set to 4,
20, 0.0001, and 0.1, respectively. The dataset of RMFD and IMFD are used in mask-wearing
status recognition. We divide the dataset into the training dataset, validation dataset, and test
dataset. Three statuses are defined as classes, including wearing a mask, not wearing a mask,
and wearing a mask incorrectly. 6000 images are employed in the experimentation, each class
has 1200 training images, 700 validation images, and 100 testing images.

Figure 3 (a) shows the accuracy and loss of mask-wearing status recognition. MobileNetV2
achieves the 0.17 validation loss and the 95.3% validation accuracy.

Four kinds of state-of-the-art deep learning models, VGG16, ResNet18, DenseNet121, and
GoogLeNet, are equipped for proving the effectiveness of our proposal. The accuracy and loss
of VGG16, ResNet18, DenseNet, and GoogLeNet are shown in figure3 (b) (c) (d) and (e),
respectively.

The accuracy of MobileNetV2, ResNet18, VGG16, DenseNet121, GoogLeNet is convergent
at the epoch of 11th, 11th, 5th, 12th, and 20th, respectively. ResNet18 achieves the 0.28
validation loss and the 89.3% validation accuracy. VGG16 achieves the 0.10 validation loss and
the 96.1%. validation accuracy, which is the best accuracy in these state-of-the-art models.
DenseNet121 achieves the 0.28 validation loss and the 89.1% validation accuracy. GoogLeNet
achieves the 0.43 validation loss and the 92.4% validation accuracy. The test accuracy of the
models is shown in table 3. In conclusion, MobileNetV2 achieved similar accuracy with the four
kinds of state-of-the-art models. However, considering the model size, MobileNetV2 is about
one percent of VGG16, the MobileNetV2 is selected in the research [11].

4.3 Experimental results of person identification

Another MobileNetV2 is also applied for recognizing the mask-wearing status. The results of
test accuracy are shown in table 3. MobileNetV2 achieved similar accuracy with others.
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(a) MobileNetV2 accuracy and loss
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(b) ResNet18 accuracy and loss
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(c) VGG16 accuracy and loss
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(d) DenseNet121 accuracy and loss
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(e) GoogLeNet accuracy and loss

Figure 3: CNN models comparison on mask-wearing status recognition
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Models Acc. of mask-wearing status recognition Acc. of person identification
MobileNetV2 0.961 0.989
ResNet18 0.932 0.942
VGG16 0.967 0.981
DenseNet121 0.928 0.951
GoogLeNet 0.915 0.931

Table 3: Acc. of mask-wearing status recognition and person identification

The training environment and hyperparametersis is similar to the second stage. Four people
are defined as classes, and 2000 images are employed in the experimentation, each class has 350
training images, 100 validation images, and 50 testing images. Data augmentation is utilized
for increasing the images in the dataset. 5 main methods that built-in PyTorch transformations
is applied, including ColorJitter, Random Rotation, RandomResizedCrop, GaussianBlur, and
RandomErasing.

4.4 System time consumption and discussion

Loading models coss 0.28s. MTCNN takes 0.22s to detect the face regions. Mask-wearing
status recognition utilizes 0.19s. Rotating and cropping the image costs 0.0019s. Identifying a
person from the rotated image costs 0.20s. In total, the system takes at least 0.69s, including
mask-Wearing status recognition and person identification, which may be used in practical
application scenarios.

By using the depth-wise separable convolution, MobileNetV2 only utilizes shallow CNN,
but guaranteeing the relatively high accuracy.

In terms of system design, masked-person identification may be easier to design on training
the masked-person dataset, without doing mask-wearing status recognition and person identi-
fication step by step. It may be effective for time reduction.

However, in this case, the class number increases 3X when adding one person, causing the
class number to become larger.

5 Conclusion

As the world pandemic does not change, we want to help to control the disease spreads. Our
program helps people of communities get into the habit of wearing masks correctly. We want
to build a slight, robust, and efficient system. This mask-wearing status recognition and person
identification system have advantages that the high accuracy and applicability. The total
accuracy is 97.5%(average of mask-wearing status recognition accuracy and person identification
accuracy). In future work, applying this system in the security project would be a meaningful
choice. In future works, utilizing YOLO networks to build a new objection detection stage for
mask detection would be a constructive reference.
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