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Abstract
A Big Data system is a tiny fraction of analytical code surrounded by a lot of “plumbing” devoted to manage the generated
models and the associated data. Hence, we can consider that plumbing to be mimicking a DBMS, which is indeed a complex
system that actually has to serve different purposes and hence provide multiple and independent functionalities. Thus, it
can neither be studied nor built monolithically as an atomic unit. Oppositely, there are different software inter-dependent
components that interact in different ways to achieve the global purpose. Similarly to DBMS, in a Big Data system, we have
to understand among other issues how our system is going to collect data; how these are going to be used; where they are
going to be stored; how they are going to be related to the corresponding metadata; if we are going to use any kind of master
data, where these will come from and how they will be integrated; how are the data going to be processed; how replicas are
going to be managed and their consistency guaranteed; etc. In this paper, we briefly discuss the difficulties to build such
system, paying special attention to how metadata can help storage and processing.
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1. Functionalities of a DBMS
In order to study the functional components required
to manage data, it is essential to first understand the re-
quired functionalities. A database management system
(DBMS) is a software system that provides the function-
alities to manage large, shared and persistent data collec-
tions, while ensuring reliability and privacy. Out of the
many functionalities provided by a DBMS, we highlight:
Storage, Modeling, Ingestion, and Querying/Fetching.

Nowadays, a new kind of data-intensive systems that
gather and analyse all kinds of data has emerged bring-
ing new challenges for data management and analytics.
These are today referred as Big Data systems. Thus, we
can see a Big Data Management System as a DBMS that
has to provide the previously highlighted functionali-
ties adapted to the new scenarios posed by Big Data [1].
The development of a cohesive and integrated Big Data
system is, however, a challenging task that requires to
understand how the required functionalities can be per-
formed by different, independent components. Hence, it
is crucial to understand and establish how they interact.

We highlight some of the challenges such new systems
face. On the one hand, the “Velocity” dimension of Big
Data identifies the need of managing and processing data
streams which are generated at a very large pace. Never-
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theless, this does not mean everything must be done in
real time. Indeed, some execution flows do not feel such
pressure and do not require such low latency. Hence, it is
the case that in many applications both batch and stream
processing have to coexist in the same architecture. This,
however, makes the architecture more complex in terms
of number of components, also hindering their commu-
nication and data sharing, as well as the consistency of
independent processing branches. On the other hand, the
“Variety” dimension refers to the complexity of providing
an on-demand integrated view over an heterogeneous
and evolving set of data sources such that it conceptual-
izes the domain at hand. An example of it is BigBench
[2], which defines a benchmark representative of real use
cases of Big Data. We can observe that the main differ-
ences with traditional data-intensive applications are (i)
the presence of external sources and (ii) the relevance of
non-structured data (i.e., not typed and not tabular, which
today represents the majority of data being generated).
It is clear, thus, that to make use of rapidly generated, ex-
ternal and non-structured information sources, we need
specific and specialized architectural components that
interact with many others to transform such complex
data into actionable knowledge.

2. Big Data Architectures
The previously identified challenges require a complete
reconsideration of classical DBMS architecture and com-
ponents that date back to the 70s. Yet, the approach so far
adopted by the data management community has been
that of developing components addressing each of the
required functionalities (i.e., Storage, Modeling, Inges-
tion, Processing, and Querying/Fetching) as efficiently
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as possible. Indeed, current technological stacks for the
management and processing of data-intensive tasks are
composed of independent components (commonly those
in the NOSQL family) that generally work in isolation and
are orchestrated together to map to what would be equiv-
alent to different functionalities of a DBMS. In complex
applications, where many of these tools need to interact,
it is definitely not wise to do it arbitrarily. Indeed, such
erroneous approach yields what is coined as a “pipeline
jungle” [3]. The alternative is, thus, to reconsider some
of the architectural patterns they implement.

2.1. New storage patterns
Big Data analysis is an exploratory task, thus integrating
and structuring the data a priori entails a large overhead.
Alternatively, the Data Lake approach promotes to main-
tain raw data as they are in the sources as a collection
of independent files. Then, once data scientists require
some of these data for a concrete purpose, it is when the
task of integrating, cleaning and structuring into the right
format and schema for the problem at hand is performed.
This referred as the “Load-first, Model-later” approach.

The risk with this approach is that files can be simply
massively accumulated without any order, resulting in
what is called a “Data Swamp”, where just finding the
relevant data would be a challenge. The solution for this
is creating an organization of files and semantically anno-
tate into a metadata catalog conceptualizing the domain
(e.g., implemented via graph-based formalisms). Thus, to
the already existing mappings in the catalog, we should
add links from each file to such graph containing the rel-
evant concepts for our business. In this way, users would
be able to perform guided searches over the metadata
instead of blindly navigating the files. If properly done,
a semantic approach can even facilitate automation of
integration and queries [4].

2.2. New processing patterns
Descriptive analytics study how the business performs
at different levels of granularity (e.g., regions, cities or
districts), and how it evolves over time. Timeliness of
data is usually not an issue for long term trends, and days
or even weeks are acceptable for the current data to be
processed and made ready for the analysis. Oppositely,
predictive analytics aim to foresee how a given entity
(e.g., customer) is going to behave in the near future.
Obviously, since the purpose of a prediction is to react
or at least be ready to take some action, data freshness
and response time is typically crucial in this case.

Consequently, since time requirements are contradic-
tory, we have to distinguish both precessing flows, giving
rise to what is known as 𝜆-Architecture. This, consists of
two execution branches fed from the same sources. One

focuses on batch processing, and the other on stream pro-
cessing. Nevertheless, maintaining such potentially re-
dundant flows generates some management risks. For the
prediction to be accurate, the new arriving tuples have
to go through the same transformation and preparation
tasks as the training data (otherwise, the validity of the
prediction would be compromised). The 𝜆-architecture
evolved into 𝜅-architecture, as a simplification with a
single execution engine (hence a single implementation
of the transformations).1 The batch processing is re-
placed by playing the data through the streaming system
quickly. If for any reason, we require different versions
of the transformations for different predictive models, we
can keep all of them in the same system and choose the
most appropriate one at every moment, independently
of whether it is for training or production.

3. Conclusion
The current problem in Big Data is not how to make a
more accurate predictive model, but how to manage the
data needed for its training. The difficulty is amplified
by having independent components that need to inter-
act without a solid backbone that removes the burden
of their connectivity from the shoulders of developers.
If we pay attention to either Velocity or Variety, we can
conclude that metadata is crucial for such backbone and
the governance of Big Data. However, current state of
the art has not reached the required level of maturity
to give the view of a single homogenous system coordi-
nated through those metadata instead of adhoc scripts
or specifically programmed APIs and connectors.
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