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Abstract. We address the problem of reasoning with instances of heterogeneously
formalized ontologies. Given a set of semantic mappings, reconcilingegn
tual and instance level heterogeneity between the input ontologies, weobwild
approach upon the capability of mappings to enforce a propagationnoEpb
membership assertions between ontologies. The approach is formaligdgd

on a distributed description logic framework, which formally encodeslogies

as description logic knowledge bases and mappings as bridge rulesdarid-in
ual correspondences. We first give a logical characterization tortpagation

of concept membership assertions along bridge rules and individuaspon-
dences between the inpfit{Z Q-ontologies, and further define a sound and com-
plete tableau algorithm for capturing such a propagation.

1 Motivation and Approach

Ontologyheterogeneitys one of the crucial problems to be solved on the semantic web
To sustain this claim it is enough to give a glance on the dsitization on the web —
different ontologies although representing the same gelgroverlapping domains do

it in different, heterogeneous ways.

The state of the art approaches to the problem of recondikterogeneity between
ontologies are built upon the utilization gemantic mappingRoughly, a mapping
comprises relations between semantically related elesmdrdifferent ontologies. For
example, a mapping can express the fact that the coegptnobile in one ontology
is semantically equivalent to the conce&fdr in another ontology, or that the instance
ferrary_enzo in one ontology semantically corresponds to the instd@@én the other
ontology. To discover mappings a number of (semi-)autodi@ehniques and tools can
be applied; we refer the reader to the comprehensive owvenfi¢he state of the art by
Euzenat and Shvaiko in [5].

Once mappings are stated, it is necessary to provide a méhoglasoningwith
them. Formally, this amounts to evaluating logical conseges of mappings on the
mapped ontologies. Mappings form a source to a target ayyalan be used to transfer
knowledge between the two ontologies. Due to the formalespondences of ontolo-
gies to DL knowledge bases, there are two types of knowlelgectin be transferred:
terminological knowledge (i.e., mappings can force newceph subsumption axioms

* This is a revised version of the paper “Instance Migration over Heteemes Ontology En-
vironments” accepted for presentation at ISWC2007



in the target ontology) and assertional knowledge (i.eppivags can force new instance
assertions to concepts in the target ontology).

The main objective of the paper is to provide a logical charéxation of the as-
sertional information enforced by a set of mappings and erbtise of this characteri-
zation enable reasoning with individuals of mapped ontegOur approach relies on
the logical framework of distributed description logicsi¥D) introduced by Borgida
and Serafini in [3]. In such a frameworkdastributed knowledge basmonsists of a
family of standard DL knowledge bases, corresponding td giagen ontology, a set
of bridge rules corresponding to mapping between pairs of terminologielsoikes),
andindividual correspondencesorresponding to mapping between pairs of elements
in instance storages (A-boxes).

This work presents: (1) the logical characterization ofdapability of bridge rules
and individual correspondences to propagate concept nrshipeassertions across
mapped ontologies and its affection on reasoning with icsta of the ontologies; (2)
the overview of a sound and complete tableau algorithm fasaring with instances
of SHZ Q-ontologies, built as an extension to the class®HIZ Q-A-box tableau [10]
with the backward chaining strategy for computation of pggted concept member-
ship assertions; (3) the outline of the practical implerattoh of the A-box reasoning
algorithm in a distributed DDL Reasoner DRAGO.

The paper is organized as follows. In Section 2 we recall anifiefn of DDL's
distributed knowledge base with bridge rules and individauappings. In Section 3
we investigate reasoning with instances in distributeditedge bases; we start with
analysis of knowledge propagation along bridge rules adiyitiual correspondences
and further introduce in Section 4 a tableau reasoning ihgorcapturing it. We end
up with an overview of related work and concluding remarks.

2 Distributed Knowledge Bases

Given a setting of multiple ontologies interconnected ngclied semantic mappings,
the distributed description logics allows to formally ededt in terms of a distributed
knowledge base. Following the original definitions of Bd@agiand Serafini in [3], in
this section we recall the basics of distributed knowledgsels and reasoning tasks
available for them.

2.1 Syntax and Semantics

The first component of a distributed knowledge base is a faofiknowledge bases
K = {K;}icr. According to a standard DL definitions, eakh consists of a termino-
logical component; (T-box) and an assertional componeht(A-box). Since the very
same symbol can be used in two knowledge bases with diffeneaning, to unam-
biguously refer to elements &f;, they are prefixed with the indexof the knowledge
base. The notationsa i: C, i:C C D, i:C(a) andi: R(a, b), stand for an individual
a, conceptC, subsumptiorC' C D, assertions”(a) and R(a, b), respectively in the
knowledge bas&;.



Mappings fromiC; to IC; (i # j) are encoded as sets of bridge rules

—i:C =5 j: D (into-bridge rule)

—i:C = j: D (onto-bridge rule)
and individual correspondences

—i:a — j:b (individual correspondence)
whereC andD are concept names @ and7;, anda andb are individuals of4; and
A; respectively.

Both bridge rules and individual correspondences fiigmto K; express a sub-
jective possibility of/C; to translate some of the concepts and individual&pinto
its local concepts and individuals. For example, the follmvmapping between two
ontologies describing the domain of cars

i: Transmission —=» j: Gearbox Q)
i:Motor —= j:V_Engine (2)
1: sequential_manual_transmission — j:f1_gearbox 3)

can be given with the following intuitive reading: frofd;’s point of view, i’s con-
ceptTransmission is more specific than its local conceépearbox, i's conceptMotor

is conversely more general than its local concégengine, and finally thati's in-
dividual sequential_manual_transmission can be translated into its local individual
f1_gearbox. Note that in the general case, DDL admits that an indivicizad have
more than one translation.

A distributed T-boxt consists of T-boxe§; and a collectionB of bridge rules be-
tween them. Alistributed A-boxX! consists of A-boxesl!; and a collection of individual
correspondences. A distributed knowledge baseis then a tuplé¥, ).

The semantics of DDL is defined with a fundamental assumkiaheach knowl-
edge basé’; in the family islocally interpretedon itslocal interpretation domainTo
support directionality, (i.e., mappings fronto j only propagate in théto-j-direction),
we admit the hole interpretatidh with empty domain (see more details in [12]By
definition, we impose thaf, satisfies any knowledge base.

A distributed interpretatiori of a distributed knowledge base= (¥, 2() consists
of a family of local interpretation$; on local interpretation domaind”: and a family
of domain relations;; C AT x A% between pairs of local domains. Domain relation
r;; is defined to denotéd’ € A%i | (d,d') € r;;}.

A distributed interpretatioy satisfiesa distributed knowledge base= (%, ), is
called a model oR, if all its’ components are satisfied according to the follogwules:

— I, satisfiesC;

1 In this work we concentrate only on individual correspondencesgant consider complete
correspondences as introduced in [3].

2 Classically, DL interpretation maps every individual into elementof the domain, while
the hole maps everything into the empgt To allow homogeneous treatment of standard
DL interpretations and holes, we require that any individua standardly interpreted into a
singleton set, rather than into an element of the domain. HéRde, C(a) <—- ati C CF,
rather tharu”: € C%i.



— r;;(CT) 2 D% foralli:C —= j: D
— r;;(CT) € D% foralli: C = j:D
— b5 Crij(a?i) foralliza — j:b

2.2 Distributed inference services

Although both in DL and DDL the fundamental reasoning sesimclude checking
concept subsumption and instance checking within a ceoteimlogy, in DDL, besides
the ontology itself, the other related by mappings ontaegihould be taken into ac-
count. Given a distributed knowledge bage= (%,2(), DDL defines the following
distributed inference services

Subsumption: A conceptC' is subsumedby a conceptD in ¢ with respect toR if for
every distributed interpretatioh of & we have thatCZ: C DZ:. In this case we
will write R = 4:C C D.

Instantiation: An individual a is aninstance ofa conceptC in ¢ with respect tog if
for every distributed interpretatidhof & we have that?: C C7:. In this case we
will write R |=i: C(a).

Subsumption service is typically called a terminologiadgoning service, while
instantiation service is called assertional reasoningaerSo far, the task of termino-
logical reasoning has been undisclosed in [12]. It has bleews that certain combina-
tions of into- and onto-bridge rules can lead to the propagatf knowledge in form of
subsumption axioms across ontologies participating in Didareover, in case of DDL
with SHZ Q components without instances adding these additionalagetjon rules
to existing DL tableaux algorithms leads to a correct andmete reasoning in DDL.
In the following sections we close the gap by addressing thestipn of assertional
reasoning in DDL.

3 Characterization of Reasoning with Instances

For the sake of clarity, we start considering the case of Dith two component knowl-
edge bases and unidirectional sets of bridge rules andidugivcorrespondences. The
general results and proofs can be found in the technicatrglsi.

3.1 Inference patterns

In the following we characterize the knowledge propagatedchfa knowledge base
(the source) tg (the target) by a set gfropagation rulesf the form:

(1) facts ini, (2) bridge rules from to j, (3) individual mappings fromi to j
(4) factingy

which must be read as: if the facts in (1) are truekin the bridge rules in (2) are
contained irn3;;, the individual correspondences in (3) are contained;jn then the
factin (4) must be true iiC;.



Following the semantics of mappings in DDL outlined in theypous section, it
can be observed that the individual correspondences caraattwith into-bridge rules
with the effect of propagating concept membership assestio

i:C(a), i:Cij:D, i:a— j:b @)
7:D(b)

Becauseé?’i C r;;(ati) C r;;(C%) C D%, we indeed have that = j: D(b).
In languages that support disjunction, the above propagatn be generalized to
the propagation of concept membership assertions ovepumdion ofn > 0 concepts:

i:(CiU...UCp)(a), i:Cy £>j:Dk (1<k<n), icar— j:b )
ji(D1U...UDy)(b)

Rule (5) appears to be timeost generaform of assertion propagation in DDL when
individual correspondences are restricted tofumectional A set of individual corre-
spondenceg;; is functional if for every individuat of A; the setZ;; contains at most
one individual correspondenés: —— j: b. For the sake of presentation, in this paper
we restrict ourself to functional individual correspondes, leaving the most general
case to the technical report [13])

It is also important to note, that when= 0, the inference pattern in (5) becomes
the following inference rule:

i:L(a), t:a+—j:b
L) ©

which states that to propagate the inconsistenciofo K, it's enough to have one
single individual correspondence. From the represemalijmoint of view this inference
rule is very fragile. We currently do not see an easy solutifix this sensitivity to
inconsistency propagation. This topic will be subject fartfier studies.

3.2 Soundness and completeness

To demonstrate the correctness and completeness of thieriné&pattern presented in
Section 3.1, we follow the approach similar to the one takdt2]. The main idea con-
sists in construction of an operator which essentially i@gthe generalized inference
pattern (5) to extend knowledge bases with new assertichead by mappings.

Given a set of bridge rule®;, and set of individual correspondencgs from £y
to KC2, theindividual correspondence operatdi»(-), taking as input a knowledge base

8 To give an intuition of the effect of non functional individual mappingsnsider the case in
which there are two into-bridge rulés C, ij : Dy andi : Co = j : D2 and, the non
functional set of individual mappings§ : a — j : b, i : a — j : c¢}. Then the fact that
Ki = C1UC:(a) entails the disjunctive assertid®, (b) A D1(c)) V (D2(b) A D2(c)). This
implies that the general case requires technicalities for disjunctive Ashox



K1 and producing an A-box df, is defined as follows:

KiE(CLU...uCy)(a)
€12(K1) = (D1U...UD,)(b) | 1:C, —>2: Dy, € Bro (1 < k < 1)
lia —2:b €&y

It is remarkable thabnto-bridge rules do not affect instance propagation. The re&so
that onto-bridge rules impose only existence of preimafebjects that already exists
in the target ontology. Into-bridge rules, instead, camstrthe individual mappings to
be defined whithin a certain range. The individual corresiemice operator formalizes
the assertional knowledge that is propagated across gmslo

The characterization of the propagation of the terminaalgknowledge is charac-
terized by an analogous operator, cakeidige operatorintroduced in [12] and defined
as follows:%B14(+), taking as input a knowledge bakg and producing a T-box df,:

TLEACCIU...UC,
B1o(K1)={BC D U...UD, | 1:Cy —=>2: Dy, € Bys (1< k < n)
1: A iQB € Bio

With the remarkable exception of inconsistency propagatiby rule (6)—the individ-

ual correspondences do not affect the propagation of tedogical knowledge. The
inferences formalized by the two operators described albovepletelydescribe the
possible propagations that are forced by a set of bridgs an€ individual correspon-
dences. This is formally stated in the following theorem.

Theorem 1 (Soundness and completeneskt 81, be a distributed knowledge base
consisting ofCy, Ko SHZQ knowledge bases, ar;», €2 mappings between them.
For any statement (of the formC C D or C(a)) in the language oK-

ﬁlg ':2(23 <~ </T2U%12(IC1), A2U€12(K1)> ':¢

The proof of the generalization of the Theorem 1 is fully died in the technical
report. Some remarks are necessary.

Independence between terminological and assertional pr@mation From the char-
acterization above one can see that propagation of terogiual and assertional
knowledge are orthogonal. The two effects can be computdzbiendently in par-
allel. What is more important, however, is that the changé®®-box does not af-
fect the propagation of the terminological knowledge. Theans that if the source
T-box does not change the terminological propagation ispeded once for all.

Local propagation of assertional knowledgeAssertional propagation operator ensures,
if a change of the source A-box involves only the set of irdlinls{a, ..., a,},
then assertional propagation must be computed only for ¢tinéop of the target
A-box A, concerning the set of individuald | 1 : a; — 2 : b € €5}

Upper bound and complexity If the mapping froml to 2 is finite and containsn
into-bridge rulesyp onto-bridge rules, and individual correspondences, then the



bridge operatof3,, generates at most* 2 subsumption statements, and the in-
dividual operator®;, generates at mostx 2™ instance membership statements.
Since the propagation of statements needs checking sutisarapd instantiation
in the source knowledge base, which isfH IME complete, we have that comput-
ing subsumption and instantiation in a distributed setigngxPTIME complete in
the dimension of the source knowledge base plus mappings.

Vanilla implementation The above theorem supports a vanilla implementatidoref
ward chaininginference engine for DDL. The implementation consists oé¢h
steps: computation of propagation operat®s (K1) and€5(K;), construction
of extended version of knowledge baki as (75 U B15(K1), Az U €12(Kq)),
and finally applying to this knowledge base one of existing i@asoners, such
as FaCT++ [15], Racer [7], or Pellet [14].

The vanilla approach to reasoning has a strong advantage®é of existing highly
optimized DL reasoners, however it can be very costly faragibns when semantic
mappings are changing dynamically or when the number obréag questions to be
verified is relatively small. In the next section, we propasealternativepackward
chainingapproach to reasoning, which does “lazy” computation oppgated axioms
and hence better fits to instable and short-living distedwnvironments.

4 Distributed SHZ Q-A-box Tableaux Algorithm

In this section we present a distributed tableaux algorithmeasoning with instances
in DDL. Our design idea consists in constructing a networktahdard DL tableaux,
one for each ontology, which communicate via mappings inckWward fashion.

Since we restricted the expressivity of ontologies pagstiting in DDL toSHZ Q
DL, we will consider in the following that ontologie§; and X from a distributed
knowledge bas&,, = (T12,2;2) are attached witkbHZ O-tableau reasoning proce-
duresTab; andTab, [10]. Due to the reduction of reasoning with concepts tooeag)
with instances [2], we suppose that each proce@alg(«) can check the satisfiability
of any statement of formi:C' C D, i: C(a).

As described in [10], the&’HZ Q-tableau works on a so called “completion for-
est”, a collection of trees whose root nodes correspondstamees in A-box. Given a
knowledge base, the algorithm initializes a completioe$a# with a set of root nodes
xo = {zf} corresponding to a set of instandgsin A-box, labels eachk’ with a set
L(xk) of conceptsC for each concept asserti@iby,) in A-box, and finally draws an
edge between’ andzf for each role assertioR(hy, h.,) in A-box. After that, the
set of SHZ Q completion rules expanding the forestis applied. The fully expanded
forest then represents a model of the knowledge base. Ternéstment of arbitrary
assertionX (a), =X (a) is added to A-box and further the tableau is expanded to see
whether a model of such knowledge base can be constructest.or n

To accommodate the knowledge propagation fiémto s in K12, we intervene
in the completion process @b, in order to capture new facts induced by bridge rules
and individual correspondences. Hence, we gistiibuted tableaux proceduf@Tab,
which extenddab, with two additional expansion rules:



if 1. = € xg, such that: = »*2> and1l:a — 2:b,
H C {H,|1:By — 2:Hj, € Byo},
¢pp-rule: B = {B, | Hy € H, 1: B, = 2:Hy € By},
2. Tab;((LIB) (a)) = truefor | |H ¢ L(x),
then £(x) — L(z) U {||H)}

if1. G € L(x), suchthat: A = 2G¢€ Bia,
H C {Hk | 1: By, £> 2:Hy € %12},

Bip-rule: B = {By| H, € H,1: B, —= 2:H; € B1o},
2. Tab; (A C | |B) =truefor | |H & L(x),
then L(z) — L(z) U{ |H}

The principle idea of these additional expansion rules ist&1$n implementing
backward versions of bridge and individual correspondgroggerators introduced in
Section 3.2. According to rulé;», if DTab, encounters a root nodeconnected by an
individual correspondence, then a disjunction of concgpH should be added to the
label £(x) if | |H(z) is entailed by interaction of individual correspondencérito-
rules. To determine this entailmemTab, remotely requests foreighab; to check if
it is the case thdt| B(b) in K.

The role ofB5-rule is to analyse the nodes of completion forest and impant
sequences of subsumption propagationBTéab, encounters a nodewhich contains
a labelG connected by an onto-bridge rule, theifC | | H is entailed by the bridge
rules, the labe| | H is added taz. While in order to determine the entailmeb(Tab,
invokes the procedurab; with a question whether a subsumptidrC | | B holds in
K.

The distributed execution @Tab, can be intuitively depicted as follows:

Tab,(@)er—"""= -~ ¢
v v vo N
P \
AN
m \
Tab; () - ———— -—- By -~
wy  wi wy

Theorem 2 (Termination, Soundness, CompletenesspivenSHZ Q DL knowledge
basesC; and/Cy, letR1o = ({71, 72}, B12) , ({ A1, A2}, €12)) be adistributed knowl-
edge base. Then, givenS&{7Z Q statementy

1. adistributed procedurBTab.(«) terminates, and



2. «is satisfiable infCo with respect ta’; - if and only ifDTabs(«) yields a complete
and clash-free completion forest.

It can be shown that the proposed algorithm enjoys genataizto arbitrary num-
ber of SHZ Q knowledge bases participating in DDL, and moreover can benebed
to distributed knowledge bases containing cyclical patiidsidge rules and individual
correspondences. For the sake of clarity, we omit the déson®f these generalizations
and refer the reader to the technical report [13] for details

Note that due to the remark to Theorem 1 on independencenofrtelogical and
assertional propagation, the implementation of the taldéatroduced in this section
can be constructed on top of existing implementation of DRABDL Reasoner by
reusing the implementation of bridge completion rule andirsgi additionally the indi-
vidual completion rule as described in the present algarith

5 Related Work

The importance of resolving heterogeneity problem on thie peeshes the big research
efforts to devising frameworks capable of representing l@adoning with multiple
ontologies interrelated by semantic mappings. While DL isady the standard for
working with web ontologies, the question of formal repréaéions and reasoning with
mappings is still a subject to the standardization.

In SomeWherfg], the authors target a question of decentralized appraaquery-
ing heterogeneous ontologies. MappingsSimmeWheréas a form of a subsumption
statements and the reasoning is based on rewriting teamiqu combining reasoning
over heterogeneous ontologies. The big advantage of themted approach is its scala-
bility, while the disadvantage is its limitation to a “pragitional” ontologies, containing
only disjunction, conjunction and negation.

Another recent example of decentralized infrastructurejferying distributed on-
tologies isKAONp2p[8, 9]. The authors adopt the approach of [4] to express nmgyspi
as correspondences between conjunctive queries oveogigs! The querying further
requires the terminologies and mapping to be merged intoglesiglobal ontology;,
while instance data is then retrieved from distributedanse storages.

The recent study of query answeringdistributed description logickas been pro-
posed in [1]. The main idea consist in constructing a closatelogy by forward prop-
agating, via DDL mappings, relevant axioms contained ieothapped ontologies (in
a vein of vanilla implementation of DDL reasoner discussethe current study). Do-
ing so, further enables reformulation of distributed quemgwering problem into local
query answering. Although the approach of [1] is sound, tite@s point out the in-
completeness of their study.

Another important framework i§-connection$11]. Original purpose of -connections
is to aggregate ontologies that model different (non-aping) aspects of the world,
rather then integrate those overlapping as in DDL. None#i®lit has been shown in
[11] that mathematically DDL constructs can be simulated-iconnections, however
sacrificing the directionality of knowledge propagatiomaother difference concerns
with reasoning approach. In contrast to distributed caomtiing tableaux in DDL, irf-
connections a global tableau, both theoretically and fatyt, needs to be constructed.



6

Conclusion

In the present study, we investigated a task of correct anmpbaie reasoning with in-
stances over heterogeneous ontologies. We formally gexiindr approach on DDL
framework. Theoretically, we formalized inferences wittances and defined the dis-
tributed tableaux algorithm for reasoning with multi#é{Z @ DL ontologies. Prac-
tically, we extended terminological reasoning serviceglable in the DRAGO DDL
Reasoner with the support of assertional reasoning tasks.

References

10.

11.

12.

13.

14.

15.

F. Alkhateeb and A. Zimmermann. Query Answering in Distributed Bygtson Logics. In
Proc. of the 1st Conference on New Technologies, Mobility and Sechifityl§) 2007.

. F. Baader, D. Calvanese, D. McGuinness, D. Nardi, and P.A-$eteeider, editorsThe

Description Logic Handbook: Theory, Implementation, and Applicati@i3.

. A. Borgida and L. Serafini. Distributed Description Logics: Assimilatinfptmation from

Peer Sourceslournal of Data Semanti¢c4:153—-184, 2003.

. D. Calvanese, G. De Giacomo, and M. Lenzerini. A Framework faiol@gy Integration.

In Proc. of the Semantic Web Working Symposium (SWWS-2e@Bs 303-316, 2001.

. J. Euzenat and P. Shvaiko, editoBntology Matching Springer Verlag, 2007.
. F. Goasdo& and M-C. Rousset. Querying Distributed Data through Distributed Ontslogie

a Simple but Scalable ApproacteEE Intelligent System48(5):60-65, 2003.

. V. Haarslev and R. Moller. RACER System DescriptionPmceedings of the International

Joint Conference on Automated Reasoning (IJCAR-2Q@bes 701-706, 2001.

. P. Haase and B. Motik. A Mapping System for the Integration of OWL®1tologies.

In Proceedings of the First International Workshop on InteroperabilitHeterogeneous
Information Systems (IHIS 0F)ages 9-16. ACM Press, 2005.

. P.Haase and Y. Wang. A Decentralized Infrastructure for Quasmring over Distributed

Ontologies. InProceedings of the 22nd Annual ACM Symposium on Applied Computing
(SAC-2007)2007.

I. Horrocks, U. Sattler, and S. Tobies. Reasoning with Individé@isthe Description
Logic SHIQ. InProceedings of the 17th International Conference on Automated Deduc-
tion (CADE-2000) pages 482—-496, 2000.

O. Kutz, C. Lutz, F. Wolter, and M. Zakharyaschev. E-Connestafmbstract Description
Systems Artificial Intelligence 156(1):1-73, 2004.

L. Serafini, A. Borgida, and A. Tamilin. Aspects of Distributed anddMiar Ontology
Reasoning. IfProc. of the 19th Joint Conference on Artificial Intelligence (1JGA2D05.

L. Serafini and A. Tamilin. Reasoning with Instances in Distributed De-
scription Logics. Technical report, Fondazione Bruno Kessler - |R3007.
http://sra.itc.it/people/tam |in/publications/2007/swap/tr. pdf.

E. Sirin, B. Parsia, B. Cuenca Grau, A. Kalyanpur, and Y. Kag¢leP A Practical OWL-DL
ReasonerJournal of Web Semantic2006.

D. Tsarkov and |. Horrocks. FaCT++ Description Logic ReasdBgstem Description. In
Proc. of the International Joint Conference on Automated Reasoni@AR) volume 4130,
pages 292-297, 2006.



