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Abstract  
Machine Learning based Software Systems (MLSS) are becoming increasingly pervasive in 

today’s society and can be found in virtually every domain. Building MLSS is challenging due 

to their interdisciplinary nature. MLSS engineering encompasses multiple disciplines, of which 

Data Engineering and Software Engineering appear as most relevant. The DOGO4ML project 

aims at reconciling these two disciplines for providing a holistic end-to-end framework to 

develop, operate and govern MLSS and their data. It proposes to combine and intertwine two 

software cycles: the DataOps and the DevOps lifecycles. The DataOps lifecycle manages the 

complexity of dealing with the big data needed by ML models, while the DevOps lifecycle is 

in charge of building the system that embeds these models. In this paper, we present the main 

vision and goals of the project as well as its expected contributions and outcomes. Although 

the project is in its initial stage, the progress of the research undertaken so far is detailed.  
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1. Introduction 

The European Political Strategy Centre stated that “Data is rapidly becoming the lifeblood of the global 

economy. It represents a key new type of economic asset. Those that know how to use it have a decisive 

competitive advantage in this interconnected world, through raising performance, offering more user-

centric products and services, fostering innovation—often leaving decades-old competitors behind.”1. 
It becomes necessary for companies to master the development, operation, and governance of software 

systems that embed advanced statistical models exploiting data for different purposes. Such models are 

typically generated using Machine Learning (ML), i.e., “the study of computer algorithms that 

improve automatically through experience”, which rely on available sample data to learn models and 

“make predictions or decisions without being explicitly programmed to do so” [1]. We call ML-based 

software systems (MLSS) those software systems whose behavior is greatly determined by ML models 

embedded therein. MLSS are becoming increasingly pervasive in today’s society and are present in 

virtually every domain: from smart mobility (autonomous driving) and Industry 4.0 (factory robots) to 

smart health (diagnostic systems) and smart infrastructures (cloud-based services), etc. 
Processes for building MLSS tend to be complex, inherently iterative and difficult to manage and 

govern. One of the reasons for this complexity is that they encompass multiple disciplines, of which 
Data Engineering (DE) and Software Engineering (SE) appear as most relevant. In setting up MLSS, 

data and software engineers are often faced with several challenges that make even more complicated 

their development and operation: (i) the lack of a well-established set of good practices to design, 

manage and govern, in a systematic manner, such software systems; (ii) the increasingly usual 
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characteristics of Big Data, and (iii) the lack of definition of specific indicators and quality requirements 

for MLSS (e.g., related to trustworthiness or ethics), and tool support for validating them. 

This paper presents the DOGO4ML project, acronym for Development, Operation and Data 

Governance for MLSS. DOGO4ML (https://dogo4ml.upc.edu/en) is a 4-year project that started on 

September 2021 and it is funded by the Spanish research agency, under the National Spanish Program 

for Research Aimed at the Challenges of Society 2020 (RETOS 2020).  

DOGO4ML is run by the integrated Software, Services, Information and Data Engineering research 

group (inSSIDE, https://insside.upc.edu/) at the Universitat Politècnica de Catalunya (UPC). inSSIDE 

is composed of two subgroups: (i) the Software and Service Engineering group (GESSI, 

https://gessi.upc.edu/en) and (ii) the Database Technologies and Information Management group 

(DTIM, https://www.essi.upc.edu/dtim/). These two subgroups together cover the relevant aspects 

related to SE and DE that lay the foundations for DOGO4ML.  

The rest of the paper is organized as follows. Section 2 and Section 3 present the conceptualization 

of DOGO4ML and its objectives, respectively. The expected outcomes of the project are detailed in 

Section 4. Section 5 sketches the relevance of the project for the ML field. Then, Section 6 summarizes 

the initial results of DOGO4ML. Finally, Section 7 presents the conclusions. 

2. DOGO4ML Conceptualization 

The main objective of the project is to provide a holistic approach to MLSS engineering aligning its DE 

needs with SE practices. DOGO4ML proposes a holistic end-to-end framework to develop, operate and 

govern MLSS and their data. This framework revolves around a new proposal we call the DevDataOps 

lifecycle, which unifies two software lifecycles: the DevOps lifecycle and the DataOps lifecycle. The 

DevOps cycle aims to transform the requirements of an MLSS into deployed code (Dev) and get 

feedback as soon as possible from the end-users (Ops). This can be used to evolve the requirements 

(including those that apply to the ML models). The DataOps cycle provides support to the data 

management and analysis processes that characterize MLSS. The DataOps processes are inter-related 

with those in the Dev phase of the DevOps software cycle, since they produce the required ML models 

(created through several iterations in the DataOps lifecycle) to be embedded into the ML software 

components of the MLSS. Further, the DataOps cycle aims to get feedback from the data analysts to 

continuously improve the data management and analysis processes. A detailed explanation of the 

conceptualization of both cycles follows. 

2.1. The DevOps software cycle  

DevOps is a software development and delivery process that produces software from its 

conceptualization, as well as from the feedback provided by monitors when the software system is in 

an operational environment. This feedback is then used to maintain and evolve the system. The 

specificity of MLSS requires continuous context-aware delivery, and feedback to adjust and refine their 

embedded ML components. Fig. 1 presents the resulting DevOps cycle. 

In the Dev phase, a typical requirement engineering process applies both at the system and the ML 

component levels. At the system level, the requirements include quality requirements specific for the 

MLSS (e.g., trustworthiness and ethics), extracted from a requirement patterns catalogue based on [2] 

to be built during the project. At the level of the ML components, requirements also include quality 

requirements of ML models (e.g., model accuracy and low latency) which are key to identify and 

process the relevant data for the ML model construction, validation, and operation (see description of 

DataOps software cycle in Section 2.2). 

Going on with the Dev phase, agile practices will be adopted to continuously deliver high-quality 

MLSS. The definition of reference architectures and best practices (e.g., iterative integration of ML 

models provided by the DataOps software cycle into ML components), driven by the MLSS quality 

requirements, will enable rapid MLSS implementation and deployment in small iterations. Automated 

integration and testing of those systems will reconcile the particularities of both types of components, 

ML and non-ML (e.g., in terms of uncertainty in the functional validation). Once validated, the MLSS 
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will be deployed in its contextual operational environment (e.g., in a type of system with high decisional 

capabilities such as a smart vehicle). 

 
Figure 1: The DevOps cycle for MLSS projects proposed by the DOGO4ML project. A zoom-in of the 
DataOps cycle is in Figure 2.  

 
During the Ops phase, the MLSS in production interacts with both the user and the environment. 

For example, a MLSS for a smart vehicle will receive input from the user (e.g., through voice) and a 

continuous stream of sensed data (e.g., data indicating people crossing the street). Through these 

interactions and input, the ML models deployed inside the system are able to make predictions (e.g., 

there is an increased risk of accident). 

While the system is in execution, it generates runtime data, mainly in the form of measurements of 

the system behavior (through monitors) and log files that contain the sequence of time-stamped 

interactions. This data will be gathered by a module able to analyze it and assess a set of high-level 

indicators that may refer to MLSS quality requirements (e.g., runtime efficiency, trustworthiness of the 

system) or other more general aspects (e.g., users’ ethical behavior). At this respect, we plan to adapt 

our previous results in: 1) self-adaptive systems monitoring to the area of MLSS [3] and 2) visualization 

of high-level indicators and quality requirements in the form of a dashboard [4]. This dashboard, which 

we call the DevOps dashboard, is an essential aspect of the DevOps lifecycle to generate the needed 

feedback to impact the Dev cycle, and to close the continuous DevOps loop. Feedback enables the 

evolution of the MLSS (also including the ML components, by evolving the quality requirements of 

ML models). Then, the approach starts over again, and the Dev phase uses the feedback to evolve the 

MLSS. Note that data in operation may thus require revisiting the DataOps lifecycle in another Dev 

phase.  

2.2. The DataOps software cycle 

DataOps defines the lifecycle of the data management and analysis processes, characteristic aspects of 

MLSS related to DE (see Fig. 2). The complexity and iterative nature of these processes require their 

own software cycle specific for data-related aspects. Additionally, these processes are interdependent 

with DevOps activities undertaken in the Dev phase. It is thus one of the objectives of the DOGO4ML 

project to identify and operationalize such dependencies. 

Data management processes are responsible to ingest, store, process and prepare data according to 

the requirements gathered. These processes, common for the whole organization, are carried out by the 

data management backbone system that serves the data in the form of data views (i.e., datasets generated 

from the wealth of data ingested ready to be consumed). Then, each project, during its requirement 

engineering process conducted in the DevOps Dev phase, decides the specific subset of data assets (i.e., 

data views) required. These data views are the main driver enabling the data analysis processes. 



 
Figure 2: The DataOps cycle for MLSS projects.  
 

Data analysis processes include data discovery (i.e., finding the relevant data assets and requesting 

the needed data views), feature engineering, data preparation and the model learning. These processes, 

specific for each project, are carried out by the analysis backbone system that is responsible for learning 

the models that will be eventually deployed in the Dev phase. Some works frame the data analysis 

processes into their own lifecycle (e.g., under the concept of MLOps). However, many authors argue 

that the complete data lifecycle (management and analysis) should be jointly governed within a single 

unified view [5]. In DOGO4ML we follow this approach and the tasks identified by MLOps are 

considered in our DataOps lifecycle. 

The complexity of the data management and analysis processes requires dedicated data and model 

governance, embedded in the data governance subsystem. The governance can be achieved by gathering 

the required metadata to automate, trace, monitor and assess specific requirements for the data 

management and analysis backbones systems. 

Quality requirements of ML models elicited during the Dev phase (e.g., model accuracy), indicators 

related to learning models (generated during the data analysis processes, such as model appropriateness) 

and indicators related to data (generated during the data management processes, such as quantifying 

data bias or query time when accessing the data views) must be monitored during the operation of the 

data ops cycle and visualized through the DataOps dashboard. Those indicators provide feedback that 

is key to close the loop with the data cycle. For example, the feedback obtained from monitoring a 

generated ML model (e.g., its poor accuracy) may require to consider features from another data view, 

to learn new models or even ingest a new external data source. 

2.3. The Holistic software cycle 

While the DevOps and DataOps cycles raise significant challenges by themselves, the emerging grand 

challenge is their combination into an overarching cycle smoothly integrating their different process 

elements (activities, roles, etc.) into a unique holistic process. We already made a first approximation 

to the problem in the context of trustworthy autonomous systems [6]. Overall, we envisage three major 

determinants. 

Inter-dependency. Both lifecycles generate a number of inter-dependencies, which, due to the 

iterative nature of the problem, are not easy to identify, formalize and generalize as to guarantee 

adaptability to different scenarios. 

Context-awareness. We do not aim at defining a universal holistic MLSS lifecycle. Instead, we 

recognize the fact that different organizations, projects and teams may respond to different context 

characteristics (e.g., data quality, available human skills, problem size, etc.), and that the MLSS 

lifecycle needs to be flexible enough as to apply to all of them. 

Systematization. To assist software and data engineers in customizing the lifecycle according to 

context, DOGO4ML proposes a systematic, tool-supported knowledge-based approach that assists them 

in: (i) defining parameterized process fragments (possibly inter-dependent with others) that describe 



activities that may take part in the holistic cycle; (ii) select the most appropriate process fragments in a 

particular context, respecting their inter-dependencies; (iii) combine them into the holistic process. 

Given these determinants, the project will use situational method engineering (SME) [7] as the 

conceptual framework for defining MLSS lifecycles. In SME, we can define a library of process 

fragments (“chunks”) classified according to some context criteria. We will use our knowledge in 

context ontologies [8] to define the relevant context criteria in the scope of MLSS. SME supports the 

composition of such chunks (although the current state of the art does not handle the problem of inter-

dependencies), as we have done in previous work (e.g. in the field of software evolution [9]). Tool-

support will take the form of a handy web application establishing a conversation with the engineers to 

proceed with the context criteria elicitation, chunk selection and final composition. 

3. Objectives 

Based on the aforementioned DOGO4ML conceptualization, we break down the main objective of the 

project into four objectives: 

1. Specify, design and implement a holistic and configurable end-to-end lifecycle for MLSS 

aligning SE and DE development and operational processes.  

2. Specify, design and implement the data-driven Dev phase for MLSS considering quality 

requirements and architectural aspects.  

3. Specify, design and implement the Ops phase increasing users' trust in MLSS by 

transparently monitoring quality requirements in near real-time.  

4. Specify, design, implement and govern the data management and analysis processes for 

MLSS in the form of a DataOps lifecycle. 

4. Expected outcomes 

In line with its objectives, the project aims to contribute scientifically to advance the state of the art on 

the effective and efficient production and continuous evolution of ML models integrated into MLSS. 

Although ML models and intelligent systems have existed for a long time, the tight integration among 

models and software from the different perspectives of development, operation, governance and 

evolution makes this proposal highly innovative. 

In particular, this project changes the way in which the interdisciplinary combination of DE and SE 

proposes the foundation of a new future technology, setting up a baseline (in the form of a proof-of-

concept) ready to be matured and transferred to interested actors. 

The main assets to be produced in the project that can be individually transferred are:  

 

(1) Process support.  

(1.a) Catalog of SE and DE combinable and customizable process fragments  

(1.b) Catalog of customizable MLSS holitistic processes  

(1.c) Tool support to build the appropriate MLSS process using (1.a) and (1.b) 

(2) Development support.  

(2.a) Quality model for MLSS with associated catalogs of requirement patterns   

(2.b) Quality model for ML models   

(2.c) Software reference architecture (SRA) for MLSS   

(2.d) Tool support to instantiate the SRA to a given context considering domain 

requirements  

(2.e) Tool support for integration testing including ML and non-ML components 

(3) Operations support.  

(3.a) Set of tools for the deployment of MLSS with models customized to context  

(3.b) Data ingestion infrastructure for monitoring MLSS specific quality requirements 

(3.c) Set of strategic indicators related to users’ trust in MLSS  

(3.d) Strategic dashboard to visualize trust-related indicators 

(4) DataOps support.  

(4.a) Set of tools to govern the complete data lifecycle in MLSS.  



(4.b) Set of tools to semi-automatically manage data quality aspects.  

(4.c) Set of tools to support the automation of the data analysis tasks. 

(5) Complete platform. Integrates all the assets above into a single platform. 

To promote the dissemination, exploitation and technology transfer of these assets, initial plans have 

been designed and will be further elaborated as the project progresses. 

To foster the dissemination of scientific contributions, the plan targets: (i) industrial dissemination, 

through participation in industry-oriented meetings and dedicated meetings; (ii) educational 

dissemination, incorporating consolidated results at the end of the project into MSc and PhD courses. 

Regarding technology transfer and exploitation, the aim is to promote and maximize industry 

collaborations; capitalization of knowledge and assets in future projects; network growth into new 

domains. Therefore, an initial business plan has been designed. Such business plan follows the business 

model canvas approach [10] including the following drivers: 

 Create awareness in the partners’ ecosystems and beyond (e.g., local networks on the topics of 

DE and SE standardization through bodies like IREB, see above);  

 Deployment of the project ideas into the health, insurance and finance, and open publications 

domains. Regarding these domains, we plan to conduct empirical studies in companies that 

expressed their interest in this project to validate the results of the project;  

 Get advice from world-leading experts in specific areas to enable the encapsulation of 

meaningful transferable parts of the project that will ease the project results’ transferability and 

the elaboration of specific supporting tools that will be also integrated to offer an end-to-end 

support tool.  

 The resulting tools from the project will be offered as open source in a public GitHub repository 

with the appropriate licenses and communicated through adequate channels, as for instance the 

ReachOut Platform2, aimed to connect research projects with beta testers and early users on the 

market.  

 To offer a catalog of services of all exploitable resources from the project to foster and facilitate 

their adoption (installation, maintenance, etc.). 

All in all, based on the predicted economic impact of adopting AI/ML from diverse organizations, 

we expect that the results from the project will contribute to such impact. On the one hand, the World 

Economic Forum stated that AI/ML are expected to create 133 million new jobs globally by 2022. IDC 

reported that AI/ML technology spending in Europe for 2019 has increased by 49% over the 2018 figure 

to reach $5.2 billion. According to a recent survey, AI/ML tools globally are expected to reach US$119 

Billion by 20253. Yet, according to market analysis firm McKinsey, “Most companies are capturing 

only a fraction of the potential value from data and analytics. [. . . ]  manufacturing, the public sector, 

and health care have captured less than 30 percent of the potential value we highlighted five years 

ago4.” This is particularly true in Europe, which is “lagging behind in embracing the digital and data 

revolution5.” Consequently, any significant advance in the field will have a positive impact not only on 

economic terms but also socially. 

5. Relevance to information science 

Interest in the development of artificial intelligence, with particular focus on ML has exploded in the 

past decade5. This has drawn a lot of research activity and investment, enabling ML models to 

continuously make gains in image recognition, language translation, object recognition, and other 

applications. The latter has raised the need for incorporating ML models inside conventional software 

systems, requiring a paradigm shift in terms of how these systems are developed and maintained. 

The DOGO4ML project aims to set the foundations for developing software systems that embrace 

these new possibilities provided by ML. Consequently, the project is set to address different challenges 
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that appear as a result of intertwining ML and non-ML components. In particular, since ML models are 

fed by data, one of the main challenges, with relevance to the information science discipline, is related 

to data and information management. In this regard, DOGO4ML aims to develop an end-to-end 

operational data governance framework, identifying and operationalizing the data management 

lifecycle and analysis processes. Data management processes are responsible to ingest, store, process 

and prepare data according to the requirements gathered, and then the ready to be consumed data are 

the main driver enabling the data analysis processes. The complexity and iterative nature of these 

processes requires a dedicated data and model governance that produces and gathers the required 

metadata to automate, trace, monitor and assess specific quality requirements. The latter can be related 

to (i) the learned models (e.g., model appropriateness or training time), and (ii) the data (e.g., 

quantifying data bias, data quality or query time when accessing the data views). The first are interpreted 

and validated by domain experts assessing the quality of the current model, while the second are 

interpreted and analyzed by the data and software engineers. Finally, once this loop of the data cycle is 

closed, the resulting learned models are embedded and integrated in the MLSS in the form of an ML 

component during the Dev phase, as described in Section 2. 

6. Current results 

Although the DOGO4ML project is at an initial stage, we may report some results. To gain a deep 

insight about the state-of-the-art related to the project, [11] conducted a systematic mapping study about 

SE approaches for building, operating, and maintaining AI-based systems. This mapping study provides 

a consolidated background to tackle the project tasks. Furthermore, [12] developed and scrutinized a 

generic method that allows to generate pre-processing pipelines, as a step towards automating the data 

preparation for ML, which in turn is a critical step for the data analysis part. 

DOGO4ML will use SME as the conceptual framework for defining MLSS lifecycles (see Section 

2.3). As a first result to elaborate this framework, [13] proposed a holistic method, applying SME, to 

consider data as a new source in requirements elicitation for data-driven systems, as the case of MLSS.  

Regarding the development support expected outcomes, DOGO4ML aims at providing a software 

reference architecture for MLSS and tool support to instantiate this architecture to a given context 

considering domain requirements. In this sense, an analysis of the impact of design decisions on the 

achievement of high-accuracy and low resource-consumption in the context of AI mobile applications 

are provided in [14]. Additionally, in the sentiment analysis domain and as a proof-of-concept, [15] and 

[16] proposed an architecture able to monitor and analyze the sentiment of tweets shared by end-users. 

7. Conclusions 

In this paper we have presented the goals and vision of the DOGO4ML project. The expected outcomes 

and initial results are detailed.  So far, all the project tasks are being developed as expected and the first 

results confirmed that the project is progressing in the right direction. More information is available on 

the project website, https://dogo4ml.upc.edu/en. 
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