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In this short paper we motivate and present an approach to estimating the entire energy
consumption of a web-based software system. The purpose of the estimation is to be able to
document – and in the future also predict – the impact of changes to the platform on energy
consumption, e.g., energy-reducing initiatives or a growth in the number of users.

This investigation is a part of a preliminary project on energy certified software development
and development operations; we are focusing on a single web-based IT system, which will be
presented after the motivation.

1. Motivation

Information and Communication Technologies (ICT) are estimated to consume 6-9% of the
world’s electricity at present, and this is expected to increase to 20.9% in 2030. Software regulates
ICT’s energy consumption; thus, our approach focus on the software together with the hardware
it executes on.

Different approaches to reducing the energy consumption of software have been studied, e.g.,
by exploiting compilers [1, 2], by using a less energy-consuming programming language [3, 4], by
providing developers with models that relate energy consumption to source code [5, 6, 7, 8, 9, 10],
or help detecting energy leaks of developed source code [11, 12].

For distributed communication systems, it is crucial to also consider the relationship be-
tween software running on different devices to understanding the energy consumption of
the whole system. This is because several studies that estimated the energy consumption of
ICT [13, 14, 15, 16] found that there are three major energy-consumers: user-devices (42%), data
transmission via networking (27%) and servers perhaps in data centres (31%) [14, tab.6]. Thus,
an energy-reducing initiative focused on the computations in the source code affects mainly
those components running the source code, i.e., servers and user-devices. While the energy-
consumption distribution for the major components will differ for each individual program,
it indicates that we have to take all three major energy-consumers into consideration when
evaluating the impact of energy reducing initiatives.
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Figure 1: An overview of the WFP system. The lines indicates the possible connections between com-
ponents.

The aim of this project is to investigate how we can provide energy consumption estimates
of an existing web-based software program that may be suitable for estimating the energy
reductions resulting from various changes, some inspired by [17]. We expect that modelling
the energy consumption of any complex software system involves interdependent analytic and
empirical tasks. In this short paper, our aim is to present a starting point for a formal model,
based on the existing literature, and an approach that allows iterative refinement and extension
of the model, while constantly comparing the model with empirical data from the case study
software.

2. The case study software

The software that we are investigating is Edora A/S’s live software system Work Force Planner
(WFP). WFP is a live, self-service web-based booking and resource management system with
500,000 daily interactions used by many local authorities in Denmark such as Jobcentre, A-kasser,
and Borgerservice. WFP serves as an exemplary case of software since its architecture is fairly
typical for web services.

The system has several entrance points serving various types of end-users, e.g., employees
and managers at the jobcentre, citizens, or A-kasse consultants. It supports both standalone
solutions with web-based interfaces and seamless integration to existing systems via APIs. The
application is hosted at an on-premise server in a data center, i.e., it is not cloud-hosted. The
server interacts with the API callers and user-devices via core internet and either fixed lines
and then residential access networks, or cell networks and then cellular networks.



3. Estimating energy consumption of web-based IT systems

Much energy-related research has focused on creating energy models with the aim of providing
developers with tools to reduce the energy consumption during development. A series of
studies have focused on which parameters influence energy consumption. However, these are
focused on individual context: User-devices: device model, settings, the internet signal strength,
e.g., [18], network: the amount of data sent, the type of internet, competing traffic load, e.g., [19],
and servers: the type of physical server, whether there are virtual servers on top, competing
programs, and concurrent users [20, 21, 22]. These and more were included in synthesizing 30
models for cloud-based systems [23] and provides a bottom-up model on what influences the
energy consumption of software.

The studies that estimate the energy consumption of ICT [16, 15, 14, 13] use the life cycle
assessment model which is a top-down approach. This was refined by Preist et al. to a model for
a single software program; they present an energy-consumption estimation method based on
the life cycle assessment model and exemplify it for YouTube [24]. They estimate the electricity
used by YouTube over a period of a year and calculate the green house gas emissions from
these. In the single software scoped model they combine (1) user behaviour, i.e., quantify the
number of users and the ways in which they use the device with (2) a process model of the
service, using Environmental LCA techniques, allowing emissions associated with service use
to be estimated for a given user behaviour model. It is relevant to compare these estimation
results with those obtained by tools such as Argos [25], a tool that measures the environmental
footprint of software.

An energy model for WFP and its requirements

Our initial attempt to build an energy model for WFP is based on the approach of Preist et al.
[24]. WFP is hosted on a physical server in a data center and Edora A/S measures the electricity
consumed by the server. The server hardware is an important factor in the server’s energy
consumption. Yet, because the purpose is to estimate the energy consumption and we have the
true energy consumption of the server, we can treat the entire server as a black box and do
not need to consider neither server software nor the server hardware to estimate the server’s
energy consumption. Preist et al. provide an approach to estimating the energy consumption of
“the internet”, the edge and the core internet, based on the amount of data transmitted. Thus,
in order to adopt a similar approach, we need to measure the amount of data sent from and
received by the server. Estimating the residential access networks [24] requires the user-hours
for each kind of service, and they suggest using user analytics data (specifically IP addresses) to
determine which ISP and the corresponding technology a given residential user is connected
with, and therefore the time each technology is used by their service. They estimate the energy
consumption of the cellular networks using the amount of data, which can be obtained by user
analytics data. The energy consumption of the user-devices can be estimated by how much
each different device type is used, i.e., the use-hours for the device types and the average power
consumption of each device type. These numbers we expect to obtain via user analytics data
and Energy Star catalogue [26]. The API callers are devices initiating the API calls. In case
we are not able to determine the type of API caller device to be either user devices or servers,



we suggest using a conservative energy estimation assuming them to be servers. The energy
consumption of API callers can then be estimated to be the average power consumption of
typical servers [26] multiplied by the total response times of the API calls. If the type of devices
can be determined, the approach in [27] can be used for refining the estimate.

In summary, Preist et al.’s model can be conceptually seen as involving functions relating
transmitted data and energy consumption, of general form 𝑓(𝐷) = 𝐸, where 𝐷 is a measure
of data and 𝐸 is energy, for the network part of the system. That is, if 𝐷 amount of data is
transmitted from a server to a client, then the model predicts that 𝑓(𝐷) amount of energy will
be used, distributed in some way over the server, client and network. Secondly, the amount of
energy consumed by clients and servers are expressed as functions with parameters such as the
number of users and the time spent.

Our first goal is to capture these relationships, specifically for the WFP system, in a dynamic
model such as a priced timed automaton [28], so that we could perform experiments and
simulations using a tool such as UPPAAL [29] with different amounts of data and configurations
of the system.

In the medium term, we aim to build on this model, extending and refining it in two directions.

• The modelling based on Preist et al.’s approach can be refined, taking into account other
details of the architecture, hardware, network, routing algorithms, etc. This would entail
taking further measurements of data traffic and power consumption at different points of
the system as input to the model construction. Such refinements would support predicting
the impact of system changes, e.g., changes to the server architecture and hardware or
changes in the data transmission.

• We aim to extend the model using a “software based” approach, constructing functions
based on the analysis of the algorithms used in the client and server. This will draw on
the large literature on resource analysis of software, using techniques such as abstract
interpretation (e.g. [5, 6]). Such models will also help to identify code “hot spots” that
consume much energy and are targets for optimization. This can be done statically, as
opposed to being based on dynamic energy measurements, and can assist a developer to
be more “energy-aware”.

The WFP system is a typical web-based system, and the approach does not yet cover other
typical or new system design possibilities. When going beyond the WFP system, it would
be useful to extend the approach to cover, for instance, the use of cloud environments and
more complex server architectures including cloud front-ends, load-balancers, S3 buckets (for
static parts of the web-sites); the use of multiple and perhaps automated scaling of web-servers,
databases; the use of edge-servers; and the use of apps or other software front-ends to publish
the service instead of using browsers. Such extensions would also provide the basis for a holistic
energy consumption analysis of the full spectrum of software system design possibilities, e.g.,
comparing thin clients and heavy cloud computing to client-heavy computing with reduced
data transmission or to edge-heavy computing.



4. Discussion

The initial energy model based on Preist et al.’s work can only reflect some energy-reduction
initiatives and only to some extent. It can reflect initiatives that reduce the amount of transmitted
data, e.g., by reducing the amount of JavaScript Libraries, reducing the user-hours, e.g., by
improving the user flow, and of course reductions of computations on the server side.

However, since the user-device estimation does not reflect the actual computations in its
browser, reductions of these would not be reflected. This may cause an imprecision in the
modelled energy consumption. For instance, consider an initiative where the server stores
and sends compressed data – instead of storing and sending ordinary data– to the user-device
which then have to decompress it and show it in the browser – instead of just showing it. The
reduction in energy consumption could be overestimated, since transmission of less data causes
a reduction of energy consumption and the extra computations caused by the decompression
on the user-device are not taken into account. Therefore, it would be of interest to establish the
limitations of the model, and investigate how to provide more accurate estimates of the user-
devices’ energy consumption. Such investigations could consider the energy model parameters
and are the topic of the proposed model enhancements proposed above.

As mentioned above, we envision that a formal model based on the parameters established
experimentally can be captured in the form of a priced timed automata [28] and can then be
subjected to automatic analysis by the UPPAAL model checker [29]. We envision that it will be
possible to use UPPAAL to find a balance between the system’s response time requirements
and its total energy consumption following ideas presented in [30]. A domain specific language
(MobiCa) which can be used to model Mobile Cloud Computing systems and translate such
descriptions into UPPAAL models is presented in [31, 32]. It is likely that this work could be
extended or modified to describe web based systems such as WFP, thereby facilitating reasoning
about the effects of single server systems and cloud based systems, even reasoning about optimal
placement of functionality and scheduling of tasks. However, until a more precise model is
developed it is important to evaluate whether new initiatives can be estimated accurately within
the boundaries of the model.
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