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Abstract
The wide application of recommendation algorithms is changing the way people obtain information. There is a potential "information cocoon room effect" in the personalized development of recommendation algorithms, which may restrict the further development of the personalized recommendation system and produce a series of social problems. By consulting the literature and comparing the advantages and disadvantages of several commonly used recommendation algorithms, the cross-domain recommendation system (CDR) proposed in this paper can learn relevant domain knowledge by means of transfer learning to enrich the data sources of the target domain. The problem of the information cocoon room can be solved by mining users' potential interests across domains. This paper focuses on the characteristics and problems of CDR systems, such as mapping-based, transfer-based learning, deep learning and deep neural network learning, in order to provide reference for follow-up research.
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1. Introduction

In the age of explosive growth of information, how to quickly obtain effective information from massive data makes the rapid development of recommendation Algorithms. From obtaining information mainly by the search engine to the extensive application of the recommendation system in recent years, it is changing people’s way of obtaining information [1,2].

The optimization of recommender systems in industry is focused on how to improve customer retention, which inevitably ignores the potential “Cocoon effect” and its impact on the audience [2]. The essence of “Information cocoon” is that the current commonly used algorithms cannot accurately obtain the sparse data in the target domain, which restricts the popularization and application of the traditional recommendation system.

The Cross-Domain Recommender System (CDRS) [3,4] considers that there are similarities and correlations between user preferences and project features from different platforms, and it can enrich data by learning assistive domain knowledge to solve the sparsity of target domain data. On the basis of extensive literature review, this paper summarizes the characteristics of several recommendation systems, and summarizes how scholars solve the problem of information cocoon by improving cross-domain recommendation systems in recent years.

2. Research contents

2.1. Overview of the research status of the recommender system

In 1992, Goldberg proposed the first e-mail filtering system, Tapestry. It first proposed a collaborative filtering method, which uses the historical behavior information of users to reorder their emails, so as to filter their emails. The introduction of the Group Lens system in 1994 by the Group Lens group made recommender systems a relatively separate field of study [5]. This system has two
important contributions: First, it brings forward the idea of collaborative filtering to accomplish the recommendation task, and second, it establishes a formal model of the recommendation problem.

Recommendation System (RS) has experienced more than 20 years of development, the current mainstream recommendation algorithm is mainly divided into the following 4 categories.

2.1.1. Rank recommendations based on popularity

According to the popularity ranking, such as Toutiao, Baidu hot search, various film sites, music applications based on popular recommendations. The advantage is that the recommendation is relatively easy to implement and can avoid the cold start of new users. The downside is that the recommendation result is relatively simple and lack of personalization.

2.1.2. Collaborative filtering system

Collaborative filtering system is from the idea: Friends will recommend what they like to each other in real life [6]. At present, there are two popular recommendation algorithms for push collaborative filtering, one is the collaborative filtering of target users and projects, and the other is collaborative filtering based on multiple algorithm models.

There are many examples of successful collaborative filtering, such as the Amazon: the Amazon.com, which generates thirty percentage points of revenue for the Amazon each year. The advantages and disadvantages of collaborative filtering are: 1) the advantages are that little domain knowledge is needed, the model is universal, the engineering implementation is simple, and the effect is very good. 2) The disadvantages are cold start problems (new users/products); data sparsity problems; assumptions about past behavior that determine the present without considering the differences in specific scenarios; and hot trends that make it difficult to recommend niche preferences [7].

2.1.3. Content/knowledge based recommendation systems

Content- and knowledge-based recommendations refer users to projects that are similar to their daily favorites, but these similarities are based on the fact that the content and knowledge of the project belong to the same attribute. Advantages: Being able to recommend users' unique minority preferences, to a certain extent, to achieve better recommendations in the case of less data, usually with a fairly good explanation. CONS: it’s hard to combine features from different items, and it’s hard to surprise the user. If profile mining is not accurate, recommendations are often poor [7].

2.1.4. Hybrid Recommender Systems

Hybrid recommendation algorithm, as its name implies, uses multiple recommendation algorithms to coordinate work in order to overcome the problems existing in a single algorithm and further improve the recommendation effect. Generalized Hybrid recommender systems, including Algorithm mixing, data fusion, multi-scene Behavior Fusion, multi-user points of interest fusion, even user’s state continuous change, are generalized hybrid [8].

2.2. Research status of cross-domain Recommendation sysytem (CDR)

Although the recommendation system is in full swing in all walks of life, but because the recommendation content homogeneity problem is serious, causes the user potential interest spot not to receive the value. The CDR uses data-rich domain data to help underserved domains that can make better recommendations to address cold-start or information-cocoon effects, so it has attracted the attention of academia and industry [4].

The general process of CDR: The first step is to obtain background data from the multi-domain. The second step is to input data, that users must communicate with multiple systems to produce
recommended information. The third step is to combine the background data with the input data to come up with the recommended algorithm. According to the type of method, we classify CDR into three categories:

2.2.1. Mapping based cross-domain recommendation approach

Mapping-based cross-domain recommendation methods model the relationship between two domains through mapping functions. In recent years, several cross-domain recommendation methods based on mapping are described below.

1) CST (Coordinate System Transfer). The idea of CST is to solve the problem of sparse data in the target domain by pre-training user embedding and Item embedding. The author uses the matrix-based transfer learning method to build a model to integrate the user and project content as a subsequent recommended database. The framework establishes a matrix with the auxiliary data, finds the user's initial domain from it, and transfers it to the desired domain, which proves that this method can alleviate the problem of data sparsity. The main framework models are as follows (see Figure 1) [9].
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**Figure 1:** The pattern diagram that CST models between the user and the target [9]

2) EMCDR (Embedding and Mapping approach for CDR). Data sparse is one of the most challenging problems faced by recommendation systems. Tong Man proposes a method to embed and map the EMCDR framework. This framework is different from the traditional cross-domain recommendation model as follows: 1. It uses a multi-layer perception system, which can perceive nonlinear mapping functions. This can provide a more flexible way to learn characteristic content in different fields. 2. By establishing enough databases to achieve the accuracy of the mapping function, to ensure that the sparse data from single-domain sources can also achieve high recommendation efficiency. [10] See Figure 2 for schematic diagram [10].
The method first trains a matrix decomposition model in the source domain and obtains the user representation $U$ and the item representation $V$.

Then the previously shared user data is mapped to the target user through the mapping function, and the expression of the mapped data is expected to be close to the user of the target domain.

The implementation of cross-domain recommendation is divided into three steps:

• **Build user and item embedding for source and target domains.**
• **Build the mapping function for the user embedding in the source domain and target domain**
• **Use the mapping function to represent the user embedding in the source domain as the user embedding in the target domain, and then recall according to the embedding similarity.**

3) **SSCDR** (Semi-supervised learning for CDR). In the recommendation system, EMCDR is an embedded framework designed to calculate the potential vectors of users with sparse data by linear mapping from hidden spaces in another domain. The SSCDR framework can effectively learn cross-domain relationships even with a small amount of tagged data.

The algorithm first learns the vectors of hidden factors of users and projects in each domain, and represents the characteristics of each entity in terms of distance, and then obtains a cross-domain mapping function through training, which marks overlapping users and encodes the distance of each entity by taking non-overlapping items as untagged data[11]. On the basis of this EMCDR, SSCDR also uses an effective reasoning technique to predict the potential vectors of users with less data by aggregating neighborhood information, which is very effective for the expansion of users' potential interests. Finally, in different CDR scenarios, the author has done a large number of experiments. In the real environment where there is a small amount of user overlap between the two domains, SSCDR is better than EMCDR in the accuracy of recommendation [11].

4) **TMCDR** (Transfer-Meta Framework for CDR). Mapping functions in CDR and EMCDR are only learned on limited overlapping users, and mapping functions tend to be biased towards limited overlapping users, resulting in poor generalization ability. The author establishes a CDR migration meta-framework, including migration phase and meta-phase, which can be applied to too many basic models such as MF, PMF, BPMF, CML and so on. In order to verify the compatibility of TMCDR, the author
makes extensive experiments on several cross-domain tasks by using the source data of Amazon and Douban. It is proved that TMCDR has strong compatibility, and the recommendation efficiency is better than that of several mapping-based recommendation models mentioned above [12].

2.2.2. Cross-domain recommendation algorithm based on transfer learning

Privacy protection, business competition and other reasons make it difficult for designers of the algorithms to obtain the overlap of user groups in different fields, and accordingly cannot use the overlapping user set as a bridge for the sharing and migration of information resources between domains. The main means to solve these problems is based on collaborative filtering or semantic relation transfer learning.

Transfer learning is widely used in machine learning. It finds the similarity between the original data and the target project through machine learning, then apply the known knowledge to the target domain. This method no longer explicitly models the relationship between the two domains, but trains data from multiple domains directly. This method is very similar to the framework of multi-task learning, and mainly involves knowledge sharing and knowledge transfer in the model structure [13].

1) CMF(Collective Matrix Factorization). Data sparsity is a challenging and universal problem in the recommendation system, which affects the accuracy of recommendation and harms the experience of users. CMF combines the data of the two fields to decompose the matrix and realizes the effect of knowledge transfer through the shared intermediate variable V (which can be shared users or goods).

Zhang et al proposed to acquire knowledge from multiple original databases through machine learning, and then transfer the knowledge to areas where the data is sparse, in order to enrich the sparse data in the target domain, so as to get more effective recommendations. He uses a method to eliminate the deviation between domains, which makes the domains adapt to each other, so that the knowledge of the database will not drift in the process of transfer and learning. Finally, it makes users and projects maintain the consistency of knowledge in the whole process of transfer and learning. In this method, an intermediate subspace is designed, which can extract knowledge from multiple original databases and knowledge from multiple source domains [11].

Some scholars have proposed hierarchical Bayesian model-Collaborative Deep Learning (CDL). This learning model combines content-based deep learning and constructs a matrix through scoring, which not only achieves the effect of collaborative filtering, but also enriches sparse data. In order to verify the recommendation effect of CDL in different fields, the author carries out practical operations on three databases, and the final verification results show that the recommendation efficiency of CDL is very high, especially in the case of less metadata [14].

In order to solve the problem of data sparsity in collaborative filtering. Kuang H [15] and others proposed a deep matrix recommendation algorithm (DMF-CDR)on the basis of traditional CDR. The method is tested on real data sets, and the results show that the performance of this method is better than that of several popular models.

2) CONET(the collaborative cross networks). CDR technology is a valid method to moderate the problem of data rarefaction in the recommendation system according to using knowledge in related fields. Transfer learning is a kind of algorithm behind those technologies. Hu et al. [16] were with the neural network as the basic model, the complex user-project interaction can be learned through deep transfer learning. The author assumes that the veiled layers in the basic networks are linked via mapping to form a synergic network. CONET [16] realizes the cross-domain knowledge transfer by introducing one network to another network and establishing a cross-connection between the two networks. In the multi-layer feedback network, the cooperation between the multi-layer networks is realized by adding interactive links and setting the joint loss function, and the simulation training can be carried out effectively through the back propagation between the multi-layer networks.

Finally, an extensive valuation of the proposed model is running on two large real data sets. Compared with the non-migration method, this model can cut down a large number of drilling examples, but still has the same performance.
3) PPGN (Preference Propagation Graph Net). As a cross-domain method of transfer learning, CONET is indeed better than the non-transfer method, but CONET itself still has some shortcomings, such as inability to capture some higher-order information and difficulty in optimizing its transfer learning model. For these problems, consider using GCN, the PPGN proposed by Zhao et al [17] can solve the limitations of existing methods. The structure of PPGN mainly consists of two components: 1) graph coiling and circulation component; 2) information synthesis and forecast. Zhao et al. used Graph Convolution Network (GCN) to capture some higher-order information. He also constructed a matrix for realizing cross-domain preferences across domains. Cross-domain preference matrix (CDPM) combines user and project interactions in both domains with the advantage of directly disseminating information across different domains. After obtaining the recommendation prediction of the training sample, the prediction performance is improved through joint learning. Finally, the training process is greatly accelerated by splitting, splicing and weighting strategies. Through a large number of experiments, Zhao established a data model based on the preferences of different users in the graph structure, and verified the feasibility and superiority of the PPGN algorithm.

4) DNN (Deep Neural Networks). According to the enhancement of artificial intelligence, recommendation algorithm based on neural network has been used widely in research of traditional recommendation algorithm in recent years. Literature describes the neural network cross-domain recommendation and divides it into two categories [15].

- The cross-domain knowledge recommendation based on neural network
  This kind of model mainly utilizes the parameter sharing property between the auxiliary field and the object field in the cross-domain recommendation algorithm to realize the knowledge transfer between the two domains efficiently. [18]

- Cross-domain feature matching based on neural network
  This kind of model analyzes the characteristics of objects in the auxiliary field and the object field from a dual perspective and achieves the matching of objects in the two domains directly.

  In particular [15], some scholars have proposed a CRD model of the deep neural network, which integrates the above two types of neural network cross-domain recommendation by using the sharing layer of neural network. The specific process is as follows: firstly, we extract characteristic data from auxiliary domain and target domain, then these characteristics are compounded through the sharing layer. Finally, the first N-bit recommendation of the project is realized through the function of the score prediction layer. He [19] proposed that the learning of this model was realized by the neural collaborative filtering model (NCF).

5) KerKT(kernel-induced Knowledge Transfer). At present, most mainstream cross-domain recommendation systems are generally based on the assumption that elements in different fields either overlap completely or do not overlap at all. However, in practice, the partial overlap of recommended entities in different areas is more common, and the overlapping parts may still have different ways of expression in different areas. To solve these problems, some scholars have proposed a cross-domain recommendation system (KerKT) based on kernel-induced knowledge transfer to solve the problem that partial overlap affects the accuracy of cross-domain recommendation. The strength of KerKT lies in its ability to handle partially overlapping entities and to correct biases in cross-domain recommendations in practice [20]. The steps are as follows (see Figure 3):
Figure 3: The procedure of the KerKT method [20]

- Step 1. Extract user features and project features $U_s(0)$ and $U_t(0)$ of the source domain and target domain, respectively according to the original scoring matrix $X_s$ and $X_t$, and then align the two groups of user features to the same feature space through the user overlap to obtain $U_s(1)$ and $U_t(1)$.
- Step 2. Adjust the project features according to the original scoring matrix $X_s$ and $X_t$ and the aligned user feature matrix $U_s(1)$ and $U_t(1)$, i.e., $V_s(1)$ and $V_t(1)$.
- Step 3. Use $U_s(1)$, $U_t(1)$, $V_s(1)$, and $V_t(1)$ obtained in the first two steps to measure the similarity between users and items in a domain to obtain $W_u(s,s)$, $W_u(t,t)$, $W_v(s,s)$, and $W_v(t,t)$.
- Step 4. Use kernel-induced completion to measure the user similarity between domains and obtain $W_u$.
- Step 5. The user/item features are retrained based on the constraints of The entity whose position is obvious (CMF is used here); then, recommendations are made [21].

3. Conclusion

This paper first introduces the development of the recommendation system, then analyzes the advantages and disadvantages of the traditional single domain recommendation algorithm, and mainly introduces the recommendation algorithm that can effectively alleviate the information cocoon effect to a certain extent -- CDR. In this paper, cross-domain recommendation algorithms are divided into cross-domain recommendation based on mapping and multi-domain collaborative filtering recommendation based on transfer learning. The cross-domain recommendation algorithms proposed by different researchers are summarized and sorted out, and the differences of different cross-domain recommendation algorithms in implementation difficulty and prediction accuracy are compared. With the booming development of artificial intelligence industry, it can be predicted that recommendation
algorithm technology will be more widely integrated with the deep learning model in the future, which undoubtedly opens up a bright road to better solve the problem of information cocoon house.
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