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Abstract  
Throughout human history, emotional manifestations have played a major role in 

interpersonal interaction among humans in all areas of society. In particular, information 

security systems for visual surveillance, based on recognizing emotional states by facial 

expressions, have recently become highly relevant. In this paper, we propose a method of 

representing geometric facial features, which aims to enhance the functioning of visual 

surveillance for information security systems. The method is designed to automatically 

reflect the facial expressions of human emotions in the form of quantitative characteristics 

of geometric shapes. It uses software-generated landmarks for constructing specific 

geometric characteristics of the face, which serve as input data for the method. Our method 

consists in forming seven geometric shapes based on predefined landmarks, with the 

subsequent quantitative expression of these shapes. The method derives quantitative 

features of seven forms, which are further used to identify emotional facial states. We 

validated the proposed method using hyperplane classification and compared its 

performance with analogs. As such, the classification model, which was constructed based 

on the proposed method, achieved a classification accuracy of 92.73% and slightly 

surpassed the analogs in other statistical indicators. Overall, the results of computational 

experiments confirmed the effectiveness of the proposed method for identifying changes 

in a person’s emotional state by facial expressions. In addition, the use of simple 

mathematical calculations in our method has significantly reduced the computational 

complexity against analogs. 
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1. Introduction 

Human emotions are crucial in interpersonal communication between people and human-machine 

interaction. Facial expressions have been considered the most effective and straightforward means of 

nonverbal interaction in systems with a human-machine interface (HMI) [1]. Methods for recognizing 

changes in a person’s emotional state are successfully used in alternative communication systems [2], 

clinical analysis [3], security systems [4], etc. Despite significant scientific and engineering advances 
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in emotion recognition [5], there are still several challenges in improving the performance of real-time 

HMI systems that might work more effectively. 

Over the past few years, researchers have proposed various algorithms for detecting emotional facial 

expressions. There are four common characteristics for recognizing emotional facial changes: more 

reliable detection, convenience, cost-effectiveness, and less computational cost [6], [7]. The standard 

emotion classification system distinguishes six primary categories: anger, fear, joy, sadness, disgust, 

and surprise. Usually, investigations of novel methods for emotion recognition are conducted to detect 

changes in emotional manifestations in the real world based on well-known international datasets of 

facial expressions. Algorithms in such cases are tested and validated on a limited number of static 

images, working primarily offline. Nevertheless, such approaches do not identify macro facial features 

and are not suitable for detecting emotional expressions in real-time. 

Recently, there has been significant interest among the scientific community in recognizing facial 

expressions by image and video sequences. These scientific studies mainly utilize the facial coding 

system (FACS) [8], created by Paul Ekman et al. to analyze the emotional behavior of the face. FACS 

is designed as a human-observer recognition system to detect minor changes in facial features. It 

presents the human face in fully controlled models, i.e., 46 action units (AUs), each representing so-

called individual facial action units (FAUs). As of now, these FAUs are considered benchmarks for 

defining emotional facial states and, consequently, developing emotion recognition systems. However, 

numerous units in FACS impose computational complexity on facial emotion recognition, which can 

cause critical defects in operating information systems, especially when it comes to security and data 

leaks. Thus, there is an urgent need to develop a human face interpretation method for information 

security systems to identify changes in the emotional state by facial expressions online with little 

computational complexity. The presented work aims to develop a method of presenting emotional 

expressions of the human face through geometric facial features. 

Hence, the following issues are to be addressed to achieve the aim of the work: 

1. To investigate various geometric facial features that might be employed to identify emotional 

facial states. 

2. To design a method of representing facial expressions of a human face using new geometrical 

features. 

3. To conduct computational experiments with the proposed method and its analogs to categorize 

emotional facial states. 

4. To validate the geometric representation of mimic expressions with a reference dataset. 

2. Related work 

Geometric facial features, facial features based on appearance, and a combination of these two 

approaches are commonly used to recognize emotional facial expressions. For instance, in study [9], 

researchers divided faces into a plurality of small grids and combined features from all these grids to 

identify facial expressions. However, a slight displacement of the face in space reduces recognition 

accuracy due to removing features from inappropriate places. As such, because of the linear 

relationship, the computational complexity (both time and memory) of facial recognition systems 

increases in proportion to the amount of AU. Hence, several approaches to AU analysis for facial 

expression have been reported in scientific studies [10] to address this issue. The number of AUs was 

defined within 8 to 250, yet the choice of this number was subjective. As a result, the standard number 

of AUs has not yet been determined [11]. The number of AUs and their locations depend on the purpose 

and requirements for recognizing emotions in every investigated case. 

The use of AUs was analyzed in various forms, such as triangle, grid, rectangle, attention map, and 

so forth. Defining facial expressions based on triangles has been more successful due to less 

computational complexity than traditional marker placement. In study [12], researchers reported that 

facial expression recognition systems deteriorate by 5% each year between training and test images. In 

paper [13], the authors used triangular characteristics such as area and perimeter extracted from the 

eyes, mouth, and nose with 12 FAUs; a maximum facial recognition rate of 94% was achieved in the 

FG-NET aging database. In work [14], the authors developed an emotion recognition system based on 

a triangular approach with fuzzy rules to examine six primary emotions. A dozen FAUs were positioned 



on a human face to construct eight so-called formal triangles. As a result, the recognition accuracy of 

87.67% was achieved. Another study [15] proposed to apply the angle and position of 52 FAUs as 

geometric characteristics for the facial expression recognition system. The Euclidean distance and angle 

between each pair of landmarks within the boundary frame were determined. These angle and distance 

values were subtracted from the corresponding values in the first video frame. The multi-class 

AdaBoost was employed with dynamic time distortion, and a support vector machine (SVM) was used 

on extended feature vectors. Researchers in [16] proposed to consolidate the accelerated-look model, 

spatial representation, and native binary pattern to strengthen recognition of mimic emotional 

expressions. This hybrid approach could achieve decent results in emotion recognition based on 68 

different facial points. 

Several approaches have been provided to implement systems for recognizing changes in an 

emotional state in real-time. As of now, the minimum number of AUs has still been used to determine 

facial expressions [17]. As an example, the Delaunay triangulation method [18] is used to associate 

sixty-eight FAUs to identify seven primary facial emotions defined by FACS. This method was 

employed to determine the spatial facial features and SVM as a classifier [10], obtaining a maximum 

classification level of 84%. In work [19], the authors reported applying traditional machine learning 

(ML) techniques (SVM, k-nearest neighbor, random forest etc.) to identify changes in four emotions 

(happiness, sadness, anger, and fear). The considered approaches reached the average maximum 

recognition accuracy of 97.47% using the method of random forest. In study [20], there was suggested 

a novel vectorized facial emotion recognition deep learning (DL) model based on seventy feature 

vectors to recognize three primary human emotions: anger, happiness, and neutral. This model could 

achieve an average accuracy of 94.33% on various reference datasets. Some recent studies have focused 

above all on spatial input data to extract various facial features using recurrent neural networks (RNNs) 

[21], deep convolutional neural networks (DCNNs), and multilevel ensemble DCNNs [22]. 

Overall, the analysis of related works revealed the most common challenges of the above 

approaches: poor quality of training datasets, low accuracy of classification of facial expressions, high 

computational complexity, and a significant amount of physical memory of the prepared models. 

Considering these factors, an urgent task appears to develop a new approach to describing the features 

of human facial expressions that will be computationally efficient and provide high recognition 

accuracy for real-time security systems. 

The proposed method is based on the software-generated landmarks for straightforward geometric 

characteristics of the face. The landmarks serve as input data to identify five primary human emotional 

changes: anger, fear, joy, neutrality, and sadness. The method consists in forming seven geometric 

shapes based on the constructed landmarks, with the subsequent quantitative expression of these shapes. 

The quantitative expressions of the seven shapes are highlighted as the quantitative features for 

classifying facial expressions. Finally, the calculated quantitative traits are reflected in the 

corresponding expressions of emotional facial states using the method of hyperplane classification. 

3. Methods and materials 

The proposed method of the geometric interpretation of facial areas is designed to automatically 

reflect the facial expressions of human emotions in the form of quantitative characteristics of geometric 

shapes on the human face. It calculates the values of emotional manifestations based on landmarks that 

indicate specific markers in the face. 

3.1. The description of the proposed method 

The scheme of the method is given in Fig. 1. 

The input data of the method is image P of a group of people with highlighted regions containing 

human faces. 

In Block 1, specific points-features of the human face are determined. For this purpose, we utilized 

an open-source library called MediaPipe Face Mesh [23]. This solution allows programming the face 

geometry through 468 3D orientations (landmarks). The example of face geometry constructed using 

MediaPipe Face Mesh is shown in Fig. 2. 



In Fig. 2b), superimposed 486 landmarks 
uP , 0,467u = , are illustrated by green mugs. 

In Block 2, quantitative characteristics of the face are calculated. 

In step 2.1, feature vector X is formalized by geometric shapes  
7

1
,

i


=
 which ends lie at points 

uP . 

 

Figure 1: The proposed method of facial geometric feature representation 

 

 

 

 
(a)  (b) 

Figure 2: A sample of the superimposed mesh on a human’s face: (a) – initial image, (b) – face with 
landmarks [24] 

 

 
Input data: 

An image of a group of people with highlighted regions containing faces, P 

Block 1 – Determining of specific facial points: 

Landmarks 
uP , 1,468u = . 

Block 2 – Obtaining quantitative characteristics of facial areas: 

2.1 – Formalization of feature vector X of facial emotional states through 

geometric shapes 
7

1i


=
 based on points 

uP , 1,468u = . 

2.2 – Calculation of areas of geometric shapes  
7

1i


=
. 

Block 3 – Normalizing the vector: 

→X X . 

Output data: 

Normalized feature vector X  



Table 1 contains the reflection of mimic manifestations of emotions by qualitative characteristics. 

 

Table 1 
The reflection of mimic manifestations of emotions by qualitative characteristics 

# Face regions State Feature Type of shape 

𝛼1 Mouth Open / Closed / 
Closed or Attorned 

𝛼1 ∈ {0…1}, 
0 – closed, 

1 – opened. 

A triangle describing 
the mouth. 

𝛼2 Corners of the lips Omitted / Raised 𝛼2 ∈ {0…1}, 
0 – omitted, 
1 – raised. 

A ratio of segments 
to the corners of the 

lips. 
𝛼3 Eyes Widely disclosed / 

Disclosed (normal) / 
Narrowed 

𝛼3 ∈ {0…1}, 
0 – squinted (almost 

closed), 
1 – widely disclosed. 

A quadrilateral 
describing the left 

eye. 

𝛼4 Nasal root Consolidated to Pair / 
Normal 

𝛼4 ∈ {0…1}, 
0 – normal, 

1 – brought together. 

A quadrilateral 
describes the nose. 

𝛼5 Eyebrows Raised / Normal 𝛼5 ∈ {0…1}, 
0 – normal, 
1 – raised. 

A triangle that 
describes the upper 

part of the face to the 
eyebrows. 

𝛼6 The outer corners 
of the eyebrows 

Raised / Normal 𝛼6 ∈ {0…1}, 
0 – normal, 
1 – raised. 

A segment to the 
outer corner of the 

eyebrows. 
𝛼7 The inner corners 

of the eyebrows 
Raised / Normal 𝛼7 ∈ {0…1}, 

0 – normal, 
1 – raised. 

A segment to the 
inner corner of the 

eyebrows. 

 

In step 2.2, areas of geometric shapes  
7
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=
 are calculated. Table 1 contains the types of shapes for 

each face region, which were determined empirically. The distance of the segments that form shapes 
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 is calculated by Euclid’s distance formula. Below we provide a detailed description of shapes 
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=
 for each facial feature. 

Face region “Mouth” is described by a triangle, the ends of which lie at points 17P , 37P  and 267P . 

Quantitative characteristic 1  is the area of triangle 17 37 267P P P : 

( )( )( )1 1,0 1,0 17 37 1,0 37 267 1,0 267 17 ,p p P P p P P p P P = − − −  (1) 

where 17 37 37 267 267 17
1,0

2

P P P P P P
p

+ +
= . 

Face region “Corners of the lips” is described by the ratio of segments 1 61PP  and 61 291.P P  Quantitative 

characteristic 2  is the relation: 

1 61
2

61 291

3
.

PP

P P
 =  (2) 

Face region “Eyes” is described by the ratio of segments 27 145P P  and 33 133P P  for a left eye. 

Quantitative characteristic 3  is the product: 

 

3 27 145 33 133.P P P P =   (3) 



Face region “Nasal root” is described by the ratio of segments 9 168P P  and 107 336P P  for the area 

between eyebrows. Quantitative characteristic 4  is the product: 

4 9 168 107 336.P P P P =   (4) 

Face region “Eyebrows” is described by a triangle, the ends of which lie at points 1P , 105P  and 334.P  

Quantitative characteristic 5  is the area of triangle 1 105 334PP P : 

( )( )( )5 5,0 5,0 1 105 5,0 105 334 5,0 334 1 ,p p PP p P P p P P = − − −  (5) 

where 1 105 105 334 334 1
5,0

2

PP P P P P
p

+ +
= . 

Face region “The outer corners of the eyebrows” is described by a segment, the ends of which lie at 

points 
63P  and 

145P . Quantitative characteristic 6  is the length of segment 63 145P P . 

Face region “The inner corners of the eyebrows” is described by a segment, the ends of which lie at 

points 
66P  and 

145P . Therefore, quantitative characteristic 7  is the length of segment 66 145P P . 

Geometric shapes  
7
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=
 describing the qualitative characteristics of changes in the emotional state 

by mimic manifestations are visualized in Fig. 3. 

In Block 3, the normalization of feature vector X is performed by formula: 

min

max min

i i
i

i i

x
 

 

−
 =

−
, (6) 

where i  represents the quantitative characteristic of the i-th feature, 1,7i = , mini  stands for the 

minimum value of the quantitative characteristic of the i-th feature and defined empirically, maxi  

denotes the maximum value of the quantitative characteristic of the i-th feature and determined 

empirically, ix   represents the normalized values of the i-th feature, ix  X ,  0;1ix   . 

The output data of the proposed method is normalized feature vector X  used to identify emotional 

facial states. Consequently, the method of the geometric interpretation of facial sites allows displaying 

a person’s face detected in an image in normalized feature vector X . 

3.2. Dataset 

A reference dataset of Amsterdam Dynamic Facial Expression Set (ADFES) [24] received by the 

Amsterdam Interdisciplinary Center of Amsterdam University was utilized in this study to test and 

validate the proposed method. The ADFES dataset contains videos of humans’ emotional expressions 

collected from twenty-two models. The authors of this study formed a subset of the original ADFES 

dataset with five emotions: anger, fear, joy, neutral, and sadness. Each of the twenty-two models of 

ADFES depicts five different emotional states. 

  
(a) (b) 



  
(c) (d) 

  
(e) (f) 

 

 
(g) 

Figure 3: The visual representation of the proposed geometric features: (a) – mouth,  
(b) – corners of the lips, (c) – eyes, (d) – nasal root, (e) – eyebrows, (f) – the outer corners of 
eyebrows, (g) – the inner corners of eyebrows 

3.3. Evaluation criteria and experiment setup 

Let us consider the number of actual positive (P) and real negative (N) cases in the original dataset. 

After applying a classifier to the dataset, the targeted objects are categorized as true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN) cases. 

In this work, the proposed method was validated by several statistical indicators [25, 26] defined as 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
, (7) 

1 TP TN
Balanced accuracy

2 P N

 
= + 

 
, (8) 



TP
Precision

TP FP
=

+
, (9) 

TP
Recall

TP FN
=

+
, (10) 

1

2TP

2TP FP FN
F =

+ +
. (11) 

The computational experiments were performed using Python v3.9 and the ML library called Scikit-

learn. The hardware comprises an eight-core Ryzen 2700 and a single NVIDIA GeForce GTX1080 

CPU with 8 GB video memory. 

4. Results and discussion 

This section of the work presents and discusses the results of experiments with the proposed method 

for identifying emotional facial states by mimic manifestations. The input data of the method serve 110 

images of human faces of the ADFES data set, classified by five emotions. As a result of applying the 

method, the matrix of normalized values ( )i j kx =X  was obtained, where 1,7i =  – facial features, 

1,110j =  – objects of the training dataset, 1,5k =  – investigated emotions. Next, based on the method 

of hyperplane classification [23], the following linear classifier was constructed: 

( ) 1 2 3 4

5 6 7

0.005565 0.002142 0.027011 0.004986

0.0047 0.01164 0.03891 0.028614.

x x x x

x x x

d    + + + −

  − − +

=

−

X
 (12) 

Linear classifier (12) is used to classify emotional manifestations, and, consequently, identify emotional 

facial states by mimicking manifestations for information systems that meet security requirements. 

The proposed method of the geometric interpretation of facial expressions was compared with other 

approaches to determine the feature changes in the emotional state, namely with the FACS encoding 

system [8] and with the traditional method of triangles [13]. The computational results measured by 

(7)-(11) are presented in Table 2. 
 

Table 2 
Comparison of methods to facial features representations 

Feature definition 
approach 

Accuracy, % 
Balanced 

accuracy, % 
Precision, 

% 
Recall, % 𝐹1, % Time, sec 

FACS [8] 80.91 71.94 54.17 56.52 55.32 0.031 

Triangle method [13] 91.82 85.23 85.00 73.91 79.07 0.011 

The proposed method 92.73 87.41 85.71 78.26 81.82 0.004 

It can be observed from Table 2 that the proposed method slightly surpasses the considered analogs 

in all statistical indicators, namely, accuracy – by 0.91%, precision – by 0.71%, recall – by 4.35%, 

balanced accuracy – by 2.17%, and 𝐹1 – in 2.75%. At the same time, the use of simple mathematical 

calculations within our method allowed a significant reduction of computational complexity (0.004 sec 

over 0.011 sec at the nearest competitor) against the analogs. 

5. Conclusion 

This paper proposes a method of the geometric interpretation of facial sites intended for automated 

reflection of mimic manifestations of human emotions like quantitative characteristics of geometric 

shapes on a human face. The proposed method is based on software-generated landmarks for a simple 

geometric characteristic of the face. The landmarks serve as input data for the method to recognize five 

primary changes in the emotional state: anger, fear, joy, neutral, and sadness.  

The method consists of forming seven geometric shapes based on the predefined landmarks, with 

the subsequent quantitative expression of these shapes. The resulting data of the method is the 



quantitative expression of seven shapes in the form of quantitative features used herein for the 

classification of facial expressions. Our method has been validated with the method of hyperplane 

classification. The computational results show that our method demonstrates the competitive 

performance in classification accuracy and consequently confirms its effectiveness for identifying 

changes in the emotional state. In addition, the use of simple mathematical calculations in our method 

significantly reduces computational complexity against analogs. 

Further research will be devoted to detecting human faces from low-resolution or long-distance 

video cameras and creating appropriate information systems for efficient security surveillance. 
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