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Abstract

This paper describes the WLV-RIT entry to the Hate Speech and Offensive Content Identification
in English and Indo-Aryan Languages (HASOC) shared task of 2021. The HASOC 2021 organizers
provided participants with annotated datasets containing social media posts of English, Hindi and
Marathi. We participated in Marathi Subtask 1A: identifying hateful, offensive and profane content.
In our methodology, we take advantage of available data from high resource languages by applying
cross-lingual transformer-based models and transfer learning to make predictions to Marathi data. Our
system achieved a macro F1 score of 0.91 for the test set and it ranked 1¥ place out of 25 systems.
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1. Introduction

All across the world, millions of smart devices connect to social media platforms on a daily
basis, such as Facebook, Twitter, or Instagram. Terabytes of comments, tweets, or posts are
uploaded ranging from the user’s breakfast to their opinions on global politics. In recent years,
there has been a rise in offensive and hateful content [1, 2]. This content is problematic as it
may harm the user’s mental health [3], and even incite self-harm [4] or violence towards others
[5]. It has also be linked to the discrimination or marginalization of particular demographics
[6], and to the spread of misinformation [7], causing civil unrest or disobedience [8].

Private entities as well as government bodies are interested in the development of machine
learning (ML) models that can automatically identify offensive content on social media [5, 9].
Studies have introduced a variety of hate speech identification systems. These systems have
utilized traditional models, such as random forests (RFs) [10, 11], support vector machines (SVMs)
[10, 12, 13, 14], and Naive Bayes (NB) [15, 16, 17], to more recent, deep learning [18, 19, 20, 21]
and transformer-based models [20, 22, 23, 24]. However, none of these systems are perfect.
Issues in dataset quality [2] as well as subjectivity in what is deemed as “offensive content” are
still consider major challenges in this task [1, 2]. In addition, the vast majority of hate speech
identification systems deal only with English, with exceptions being made for Arabic [25], Greek
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[26], Spanish [27], Hindi [28], and German [29, 30]. Little research has been conducted on
under-resourced languages, such as Marathi [31], presenting a gap in the current literature.

In this paper, we present (in detail in Section 4) the WLV-RIT entry to the Hate Speech and
Offensive Content Identification in English and Indo-Aryan Languages (HASOC) shared-task
of 2021. With the aim of providing research on the under-resourced Marathi language, we
participated on the Marathi track for sub-task 1A (Section 3.1). We adopted a transfer-learning
based approach. We achieved this by experimenting with transformer-based models, such as
BERT [32] and XLM-R [33]. These models automatically applied features salient with offensive
content in Hindi, to the provided Marathi dataset (Section 4.2). Our system ranked 1st among
25 other systems, having attained a macro F1-score of 0.91.

2. Related Work

Offensive language identification has been a recurrent theme in recent shared tasks. There have
been many shared tasks organized in recent years such as OffensEval [34, 35], HASOC [1, 2],
TRAC [28, 36], HatEval [37], GermEval [29, 30], and IberEval [27]. Furthermore, there have
been different types of offensive content addressed in these shared tasks including hate speech
[38], aggression [28, 36], and cyberbullying [39]. In the following section we explain previous
editions of HASOC.

2.1. Previous Shared-Tasks in HASOC

Prior to HASOC 2021, two shared-tasks were also organized by the Forum for Information
Retrieval Evaluation (FIRE): (1). HASOC 2019 [1], and (2). HASOC 2020 [2]. These shared-tasks
challenged participating teams to automatically identify offensive content crawled from Twitter
and Facebook. These shared-tasks focused on offensive content in a variety of Indo-European
languages, namely English, Hindi, and German. However, HASOC 2020 and HASOC 2021 have
since expanded this focus to include several languages with less available data, such as Marathi.

HASOC 2019. HASOC 2019 [1] extracted approximately 7,005 English, 5,983 Hindi, and 4669
German posts from Facebook’s and Twitter’s APIs. These posts were acquired by searching
for hashtags and keywords that were considered offensive by the dataset’s authors [1]. The
shared-task was split into three sub-tasks: (1). binary classification into hateful (HOF) or non-
hateful (NOT) tweets, (2). fine-grained classification into hate speech (HATE), offensive (OFFN),
or profanity (PFRN), and (3). recipient identification.

HASOC 2019 provided evidence in favor of deep learning models for hate speech identifi-
cation. Deep learning models such as a long-short term memory (LSTM) model (YNU) [18], a
convolutional neural network model (QutNocturnal) [19], and a BERT model (BRUMS) [23] did
exceptionally well, having achieved marco F1 scores for sub-task 1 of 0.7891 for English, 0.8025
for Hindi, and 0.5881 for German respectively [1]. However, questions were raised in regards to
the dataset’s quality and what affect this may have had on systems’ overall performance. It was
pointed out that the dataset’s reliance on hashtags and keywords provided by the authors, had
likely made the dataset prone to the authors’ own bias in what they believed to be offensive



or non-offensive content. It was argued that this likely limited the dataset’s scope, by not
including offensive or controversial topics which were unfamiliar to the authors. In turn, this
may have hindered the participating systems’ ability to recognize specific forms of hate speech,
or offensive content in general.

HASOC 2020. HASOC 2020 [2] attempted to address the validity concerns of HASOC 2019.
Instead of using a “hand crafted list of hate speech related terms” [2] to extract offensive posts,
the organizer’s of HASOC 2020 adopted a randomized sampling technique designed to reduce
the impact of the author’s bias on dataset quality. An archive containing Tweets in English,
Hindi, and German from May 2019 was download from archive.org [2] and used to train a weak
binary SVM classifier. 2,600 tweets were identified by the classifier as being hateful. These
tweets were copied into HASOC’s 2020 new dataset as being examples of hateful tweets. 5% of
the remaining 35,000 identified non-hateful tweets were randomly selected and then also added
to this dataset. All of the selected tweets were then manually annotated by English, Hindi, and
German speaking annotators to produce the dataset’s final labels.

HASOC 2020 maintained sub-task 1 and 2 from HASOC 2019 and applied these sub-tasks to its
new dataset. Again, deep learning models were found to achieve the best results for sub-task 1.
An LSTM model with GloVe word embeddings (IIIT_DWD) [40], a BILSTM model with fastText
word embedings (NSIT) [41], and an ensemble of BERT, DistilBERT, and RoBERTa models
(ComMA) [22], attained F1 macro-average scores of 0.86 for English, 0.5337 for Hindji, and 0.5235
for German respectively [2]. Those systems that applied transfer learning also performed well,
with cross-lingual models, such as XLM-R, increasing these systems’ macro-average scores in
some instances [22, 42]. Howbeit, overall performances for this shared-task were considered
to be lower than those achieved in HASOC 2019. This was believed to be due to the different
sampling technique used, despite it being more realistic.

3. HASOC 2021

3.1. Task Description

HASOC 2021 [43, 44] tasked participating teams to the same sub-tasks of HASOC 2019 [1] and
HASOC 2020 [2]. Sub-tasks 1A and 1B being available in English and Hindi, whereas only
sub-task 1A being available in English, Hindi, as well as Marathi [44]. Being interested in
Marathi, we took part in sub-task 1A.

« Sub-task 1A: A binary classification task, whereby participating systems were required
to classify tweets into two classes: hateful and offensive (HOF), or non-hateful and
non-offensive (NOT);

« Sub-task 1B: A more fine-grained classification task, whereby the previously identified
HOF posts were further classified into hate speech (HATE), offensive (OFFN), and profanity
(PREN).

An additional sub-task was also made available. Sub-task 2 focused on the use of code-mixed
tweets, such as those in Hinglish. Hinglish being a mix of Hindi and English displaying lexemes,



morphology, and syntax taken from both languages. This sub-task also took into consideration
the target tweet, referred to as the parent tweet, as well as that tweet’s comments, and replies.

« Sub-task 2: A binary classification task, whereby participating systems were required
to classify code-mixed parent tweets into two classes: hateful and offensive (HOF), or
non-hateful and non-offensive (NOT).

3.2. Dataset

The Marathi Offensive Language Dataset (MOLD) [31] is the first dataset of its kind compiled
for Marathi. It contains 2,499 tweets extracted from Twitter’s API by searching for 22 common
Marathi curse words [2, 31]. Non-offensive tweets were obtained by searching for a set of
Marathi phrases related “to politics, entertainment, and sports along with the hashtag #Marathi”
[31]. 6 Marathi speaking annotators then labeled these tweets with the offensive (OFF) or
non-offensive (NOT) labels. For HASOC 2021’s sub-task 1A, MOLD had a 80%/20% training and
test set split.

4. Methods

The methodology applied in this work is divided in two parts. Section 4.1 describes traditional
machine learning models that we applied to sub-task 1A, and in Section 4.2 we describe our
transformer-based models.

4.1. Traditional Machine Learning Methods

In the first part of the methodology, we used traditional machine learning models. We experi-
mented with three models; Multi-layer Perceptron (MLP) [45], Support Vector Classification
(SVC)[46], and RF [47]. The models take an input vector and output a label, either HOF or NOT.
The models for MLP, SVC and RF were implemented using scikit-learn [48].

Data Preprocessing. Data preprocessing on the traditional ‘Devnagri’ scripts in which
Marathi and many other Indo-Aryan languages are written, included various steps, some of
which entailed the removal of stopwords, punctuation marks, URLs, tab spaces. Once we had
the most useful data, we went forward with tokenization using the IndicNLP' library. We then
used TF-IDF to get vectors for the tokens that we had generated. These were then inputted into
several traditional machine learning models.

Hyper Parameter Optimization. The SVC model was run with a Grid Search parameter
list. This was run on kernel value set to ‘rbf’, gamma value being selected from ‘le-3’ and ‘le-4’
and C value being selected from [1, 10, 100, 1000]. However, the best estimator did not give
more than a 1% improvement in the target precision score. The Random Forest Classifier was
also run with a grid search parameter list. This was run on ‘n_estimators’ set between values

'The IndicNLP framework is available on https://indicnlp.ai4dbharat.org/home/
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100, 200, 300, 500 and the ‘criterion’ being selected between ‘gini’ and ‘entropy’. However,
similar to the case with SVC, there was no major improvement in the scores for the target class.

4.2. Transformers

As the second part of the methodology, we used transformer-based models. Transformer archi-
tectures have been popular in text classification tasks such as offensive language identification
[20, 22, 23]. Their success in these tasks, as seen in HASOC 2020 [2], motivated us to use
transformer models for offensive language identification in Marathi.

Pre-trained Transformer models. We experimented with several SOTA transformer models
that support Marathi: multilingual BERT (BERT-m) [32] and XLM-Roberta (XLM-R) [33]. XLM-
R has an additional advantage: the embeddings are cross-lingual. This helps facilitate transfer
learning across languages, as presented later in this section. We followed the same architecture
described in Ranasinghe and Zampieri [49] where a simple softmax layer is added to the top
of the classification ([CLS]) token to predict the probability of a class label. For XLM-R, from
the available two pre-trained models, we specifically used the XLM-R base model. Since the
transformer models are prone to random seed [50], each experiment was conducted with three
random seeds and considered the majority vote ensemble to get the final result [51].

Transfer Learning. The main appeal of transfer learning is its potential to leverage models
trained on data from outside the domain of interest. This can be particularly helpful for boosting
the performance of learning on low-resource languages such as Marathi. In this experiments,
we used Hindi data released for HASOC 2019 [1]. Hindi is closely related to Marathi, and has
high language resources compared to Marathi. Therefore, performing transfer learning form
Hindi to Marathi can improve the results of Marathi [52, 53].

We first trained the transformer model separately on HASOC 2019 dataset. Then we saved
the weights of the transformer model and the softmax layer and used these weights to initialize
the weights of the transformer-based classification model for Marathi.

Implementation. We used a Nvidia Tesla K80 GPU to train the models. We mainly fine
tuned the learning rate and number of epochs of the classification model manually to obtain
the best results for the validation set. We obtained 1e~> as the best value for learning rate and 3
as the best value for number of epochs for all the languages. Training for Hindi language took
around 40 minutes while training for Marathi took around 20 minutes. Our implementation is
based on HuggingFace [54]°.

5. Results and Evaluation

In this section, we report the experiments we conducted and their results. As informed by the
task organizers, we used macro F1 score to measure the model performance. We also report

*The implementation is available on https://github.com/tharindudr/DeepOffense


https://github.com/tharindudr/DeepOffense

precision, recall and F1 score for each class label as well the macro F1 score in the results tables.
The reported results are for the test set.

NOT HOF Weighted Average
Model P R F1 P R F1 P R F1 F1 Macro
XLM-R (TL) 094 09 094 | 082 0.78 0.79 | 0.89 0.89 0.91 0.91
BERT-m (TL) 092 094 092 081 0.77 0.79 | 0.87 0.87 0.89 0.89
XLM-R 090 090 090 | 0.79 0.75 0.76 | 0.86 0.86 0.87 0.88
BERT-m 0.88 0.89 0.89 | 0.78 0.73 0.74 | 0.85 0.85 0.86 0.86
Random Forest | 0.81 0.87 0.84 | 0.68 0.58 0.63 | 0.77 0.77 0.77 0.73
MLP 0.82 0.79 0.80 | 0.61 0.65 0.63 | 0.75 0.74 0.75 0.74
svC 0.79 093 085 | 0.78 0.49 0.61 | 0.79 0.79 0.77 0.79

Table 1

Results for offensive language detection with different machine learning models. For each model,
precision (P), recall (R), and F1 are reported on all classes, and weighted averages. Macro-F1 is also
listed. TL indicated the Transfer Learning experiments. The best result is highlighted in bold.

As can be seen in Table 1, transformer models outperformed the traditional machine learning
algorithms. Between the two transformer models, XLM-R performed better than BERT-m.
Furthermore, it is clear that transfer learning boosted the results of the transformer models.
Our best model was when transfer learning was performed from Hindi with the XLM-R model.
According to the results provided by the organisers, our best model scored a 0.91 macro F1 score
on the test set and ranked 1% out of 25 participants.

6. Error Analysis

To deepen our understanding of the limitations of our model, we performed an error analysis
on the model’s results. We compared the predicted labels to the actual labels in multiple models.
There were instances where the models falsely predicted the ‘HOF’ label and instances where
they falsely predicted the ‘NOT’ label. There were some offensive words for which the tweets
were almost consistently predicted as non-offensive when the tweets were, in fact, offensive.
There are cases where one word has two different meanings. When we use this word with two
sets of words, the meaning changes significantly. Two such words are T (balls) and ‘dlera’
(inside the mouth). While we see that the phrase “Tegl di’Td 94T’ means ‘eat my balls’, the
phrase AT WS is essentially a slang for ‘not doing a single thing’, but with the right context
it can also mean ‘playing with marbles’. The models have trouble differentiating between such
ambiguity where one word can be the same in three very different kinds of statements. False
positives for the cases in the figure above have primarily been seen in experiments like the
Mulit-Layer Perceptron classifier and the XLM-R model. There are also other instances which
the model misses the actual prediction (HOF) and wrongly predicts the text as ‘NOT’. The
offensive words in the majority of these tweets are relatively lightly offensive as compared to
the others. The Random Forest Classifier and the SVC generally falsely predicted these tweets
as ‘NOT".

Some other examples of relatively light offensive words where the models have a hit or miss
performance are- “H&” which means( ‘dumb or stupid’), TGER”, which means ‘traitor’ and



q’rﬁ?afl'l:ﬁ’ which means ‘Pakistani’. The words, such as ‘Pakistani’, would not be termed as
offensive without context, which is the tension between the two countries in this case. This
leads to a lot of offensive tweets having this word, basically saying ‘Pakistani man’, intended to
be an insult at someone who is supposedly talking about harming national security or having
said anti-national statements. The models tend to generate a false negative in such cases. It
is clear from our learning that the models suffer in cases of ambiguity in meanings and also

contextual inference. Hence, such cases need to be handled in a proper way.

7. Conclusion

In this paper we have presented the system submitted by the WLV-RIT team to the HASOC 2021
- Hate Speech and Offensive Content Identification in Marathi at FIRE 2021. We have shown that
XLM-R with transfer learning from a closely related language is the most successful transformer
model from several transformer models we experimented. We also experimented with a couple
of traditional machine learning algorithms. However, the results show that transformer models
comfortably outperformed these traditional machine learning models. Our best system, based
on XLM-R and transfer learning from Hindji, ranked 1* place out of 25 participants in Marathi.
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