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Abstract
With the development of the Internet, more and more people can express their opinions on social
media, which are positive or negative. They sometimes have a positive or negative impact on society
or individuals. So how to detect sentiment automatically is very important, especially in code-mixed
text. In this paper, we describe our system submitted to Dravidian-CodeMix-FIRE2021 which consists
of three sub-tasks. We participate in Malayalam-English task and Tamil-English task. For the system
we submitted, XLM-Roberta is used as the base model, which is fine-tuned in the Malayalam-English
and Tamil-English data in 2020 and 2021. Finally, our system achieves 80.40% of the F1-score in the
Malayalam-English task and 67.60% of the F1-score in the Tamil-English task.
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1. Introduction

With the rapid development of social networks such as Twitter and Facebook, people can
express their views and opinions on the Internet anytime, anywhere. In social media, users can
freely express their views which are negative or positive.[1]These views will have an impact on
individuals and society.[2] So an automated method is needed to recognize the sentiment of
these views. This involves sentiment analysis.
With the development of globalization, people from different countries communicate with

each other on social media. So there are a lot of code-mixed texts on the Internet.[3] For example,
there are many Malayalam-English[4], Tamil-English[5] and Kannada-English[6] code-mixed
text on the Internet. Malayalam is one of the Dravidian languages in southern India. Tamil is a
language with a history of more than 2000 years. It belongs to the Dravidian language family
and is popular in southern India and northeast Sri Lanka. Kannada is the official language of
Karnataka in India and belongs to the Dravidian language. In this paper, the used methods
and the results obtained by our team, ZYBank-AI, on the Dravidian-CodeMix-FIRE 2021 are
presented.[7] We participate in the Malayalam-English and Tamil-English.
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2. Related Work

In recent years, more and more researchers have focused on the sentiment analysis of code-
mixed texts.[8] Among the traditional methods, there are methods based on dictionaries and
machine learning to solve sentiment analysis problems. But these methods are not effective
on social media data. In recent years, with the development of transfer learning technology,
language models such as word2vec[9], BERT[10], XLM-RoBERTa[11], etc. have emerged. At the
same time, they have greatly promoted the development of multilingual sentiment analysis. In
2020, Bharathi et al.[12] organized Dravidian-CodeMix-FIRE 2020. This is the first shared task
of sentiment analysis in Malayalam-English and Tamil-English. The SRJ team[13] combined
XLM-RoBERTa and CNN method of fine-tuning through downstream tasks and ranked first in
the two subtasks.

3. Methodology

3.1. Dataset

For the Malayalam and Tamil tasks, all the data in Dravidian-CodeMix-FIRE 2020 (last year’s
data) and the data in Dravidian-CodeMix-FIRE 2021 (this year’s data) are used as the training
data of the model.
In the Malayalam task. (1) For Dravidian-CodeMix-FIRE 2020, we combine the training

dataset, validation dataset and test dataset. After combining, we scramble it and divide it
into the new training dataset and validation dataset according to the ratio of 5:1. In the new
training set, there are 5777 sentences, 2410 sentences for ’Positive’ class, 632 sentences for
’Negative’, 1631 sentences for ’unknown_state’, 347 sentences for ’Mixed_feelings’, and 757
sentences for ’not-malayalam’. In the new validation set, there are 963 sentences, 401 sentences
for ’Positive’ class, 109 sentences for ’Negative’, 272 sentences for ’unknown_state’, 57 sentences
for ’Mixed_feelings’, and 127 sentences for ’not-malayalam’. (2) For Dravidian-CodeMix-FIRE
2021, we combine the training dataset and validation dataset. After combining, we use stratified
5-fold cross-validation to divide the data.
In the Tamil task. (1) For Dravidian-CodeMix-FIRE 2020, we combine the training dataset,

validation dataset and test dataset. After combining, we scramble it and divide it into the new
training dataset and validation dataset according to the ratio of 5:1. In the new training set,
there are 13494 sentences, 9050 sentences for ’Positive’ class, 1746 sentences for ’Negative’, 729
sentences for ’unknown_state’, 1543 sentences for ’Mixed_feelings’, and 426 sentences for ’not-
Tamil’. In the new validation set, there are 2250 sentences, 1509 sentences for ’Positive’ class, 291
sentences for ’Negative’, 121 sentences for ’unknown_state’, 258 sentences for ’Mixed_feelings’,
and 71 sentences for ’not-Tamil’. (2) For Dravidian-CodeMix-FIRE 2021, we combine the training
dataset and validation dataset. After combining, we use stratified 5-fold cross-validation to
divide the data.



Figure 1: XLM-RoBERTa with Attention.

3.2. Method Description

In this task, our main work is carried out on the pre-training language model. For the pre-
training language model, we choose the XLM-RoBERTa as the base model. The XML-RoBERTa
model was proposed by the Facebook AI team. It can be understood as the combination of
XLM and Roberta. It is trained in 100 languages and 2.5TB of text (crawled by the common
Crawl corpus). It shows excellent performance in many multilingual tasks. So we choose
XLM-RoBERTa model in this work. Recent research has pointed out that the 12 hidden layers
of the BERT model contain different linguistic information. In order to obtain more semantic
information, we apply the Self-Attention mechanism to the 12 hidden layers of XLM-RoBERTa.
Figure 1 shows our model. The implementation flow of Attention mechanism is shown in Figure
2.

The size of the data often determines the quality of the final result. Due to the small number
of official data sets, the performance of the model will be affected. Therefore, we fine-tune the
model in the first stage of the Dravidian-CodeMix-FIRE 2020 Malayalam and Tamil language
data, and select the checkpoint with the best result in the validation set as the first-stage fine-
tuned model. Then, the fine-tuned model in the first stage is trained on this year’s Malayalam
language and Tamil language data, and the checkpoint with the best result in the validation set
is selected as the second-stage fine-tuned model. The method we used is shown in Figure 3.



Figure 2: Attention mechanism.

Figure 3: our Method.

3.3. R-Drop

Deep neural network (DNN) has achieved remarkable success in various fields recently. When
training these large-scale DNN models, regularization techniques such as L2 normalization,
batch normalization and dropout are indispensable modules. These techniques can prevent the
model from over-fitting and at the same time improve the generalization ability of the model.
Among them, dropout technology has become the most widely used regularization technology
because it only needs to discard a part of neurons in the training process.
The researchers proposed a further regularization method based on Dropout: Regularized

Dropout (R-Drop)[14]. In each mini-batch, each data sample has the same model with Dropout
twice, and R-Drop uses KL-divergence to constrain the same output twice. The results show
that R-Drop has achieved a good result improvement.

4. Experiments

4.1. Experiments Setup

These two subtasks are five classification tasks. The official evaluation metrics is weighted
average F1-score. The F1-score formula is as follows:



Table 1
Hyperparameters of the first-stage and second-stage.( α is a parameter in R-Drop.)

Hyperparameters first stage training second stage training
bacth size 4 4

gradient accumulation step 4 4
learn rate 3e-5 6e-5
dropout 0.3 0.3
epoch 15 15
α 4 4

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(1)

Recall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(2)

𝐹1 = Precision ∗ Recall ∗ 2
Precesion + Recall

(3)

4.2. Results

In this work, our method is based on pytorch implementation. The xlm-roberta-base is used
as the pre-training language model, Adamw is used as an optimizer, and R-Drop is used for
regularization. There is no preprocessing for all data. For the first stage of training, the hyperpa-
rameters are the same in the two subtasks. For the second stage of training, the hyperparameters
are also the same. Table 1 shows the hyperparameters of our experiment.Finally, our team
achieve the 80.40% F1-score in Malayalam task and 67.60% F1-score in Tamil task.

5. Conclusion

This paper introduces the overall idea and specific scheme of ZYBank-AI Team in Dravidian-
CodeMix-FIRE 2021. We participate in Malayalam-English task and Tamil-English task. Consid-
ering the problem of data size, we use the data set of Dravidian-CodeMix-FIRE2020. In order to
be able to obtain more semantic information, we combine XLM-RoBERTa and self-attention
mechanism. Our code is available at https://github.com/byew/codemix-2021-code.
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