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Abstract

Due to easy access to the internet, the content on social media increased drastically. It is easy to write or
spread anything on the web without taking care of the trustfulness of the source. Fake news is now a
whole society’s problem, sometimes fakes news spread faster than real news. It has adverse effects on
people and firms. This makes automatic fake news detection an essential task. Automatic fake news
detection has been using in different domains, including social media posts, health, and well-being news,
political news, etc. This paper presents the Instituto Politécnico Nacional (Mexico) at FIRE 2021' for
Urdu language fake news detection shared task [1, 2]. This paper aims to detect fake news on Urdu fake
news articles belongs to six different domains, i.e., business, health, showbiz, sports, and technology. In
the proposed approach, we applied the state-of-the-art transfer learning algorithm BERT. The best result
of 0.91 (see Table 3) is obtained when we trained and validated our model before predictions on the test
set. We submitted two different runs of the BERT model in this shared task. Our systems achieved 0.66
accuracy on the unlabeled test dataset provided to evaluate the submitted systems.
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1. Introduction

The universal definition of fake news is: “fictitious articles deliberately fabricated to deceive
readers”. Fake news became a general public issue, being utilized to spread bogus or rumor
information to change individuals’ conduct. News websites on the internet and social media
spread fake news to increase readers and earn through click-baits. It appeared that the spread
of fake news could not be neglected, i.e., the impact of the 2016 US presidential elections [3]. A
couple of realities on fake news in the United States:

- Social Media is the source of 62% US citizens for the news [4].
« Fake news had more share on Facebook than mainstream news [5].
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In this study, we explored the possibility to detect fake textual news based on textual infor-
mation by applying transfer learning methods [6] on five different domains’ news articles in
the Urdu language consisting of diverse sorts of information.

1.1. Importance and Applications of Fake News Detection

Nowadays, due to easy access and immense use of the internet, it is easy to spread any news on
news websites. Fake news opened up significant issues in our community. The accessibility of
data raised difficulties related to checking the credibility/trustworthiness of the information. It
is vital to comprehend the effects of sharing possible misinformation. This can take on various
forms, and each can adversely affect public communication by misleading and manipulating
readers. For example, fake news on Covid-19 is a lot more serious issue as it can impact
individuals to take drastic actions by accepting that the news is valid. Surprisingly, a fake
statement “Alcohol is a cure for COVID-19” prompted numerous deaths and hospitalizations in
Iran [7]. This depicts that we are so powerless against fake news in some difficult situations
and how extreme the result can be if we overlook them. The initial move towards handling
fake news is to recognize it.

Lately, social and political occasions, for example, US presidential election 2016', have been
set apart by an increasing number of fake news, for example, fabricated news that spread
misleading substance, or terribly twist genuine news reports, shared via web-based media
platforms. Hence, it is crucial to develop models to detect fake news automatically.

In this article, we worked on fake news detection on news articles in the Urdu language at
FIRE 2021%. The dataset contains Urdu fake news articles of six different domains, i.e., business,
health, showbiz, sports, and technology [8]. For this task, we submitted a system using a transfer
learning approach. Specifically, we applied the BERT algorithm to detect fake news in the Urdu
language.

2. Related Work

Generally, researchers do not agree when it comes to the definition of fake news. A basic
definition of fake news is the news that is purposefully fabricated false like news articles to
deceive readers. It is adopted in several latest studies [9, 10]. In another definition, deceptive
news, for example, news fabrications, hoaxes, satire, etc., are examined as fake news [11, 12].
Although many researchers have been working on fake news detection, automatic fake news
detection is an incredibly challenging task for the research community. Therefore, it is required
that researchers develop evaluation methods for the fake news detection problem. Some methods
use social graph structures to isolate social bots and echo chambers since these are primary
fake news sources. This study focused on deep learning approaches.

A convolutional neural network (CNN) is a feed-forward NN comprising hidden convolution
and downsampling layers connected with a fully connected output layer. Human visual neurons
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inspire these networks [13] and represent a variety of Multilayer Perceptron (MLP) networks
[14]. The training process of these networks is similar to NNs, but significant differences are
in convolution and downsampling layers. Kaliyar et al. [6] proposed a deep convolutional
neural network (FNDNet) on Kaggle’s fake new corpus to handle fake news detection challenges.
Their best-performing model was designed to automatically learn the discriminatory attributes
through multiple hidden layers in the deep NN. To extract the various attributes at each layer,
they developed a CNN network and achieved promising accuracy of 98.36%.

Ajao et al. [15] applied Long Short-Term Memory (LSTM) and hybrid implementation,
specifically CNN-LSTM, on 5,800 tweets related to five rumor stories, including (i) CharlieHebdo,
(ii) SydneySiege, (iii) Ottawa Shooting, (iv) Germanwings-Crash, and (v) Ferguson Shooting.
They achieved the highest accuracy of 82% on LSTM, and they performed the state-of-the-art
performance on the PHEME corpus. Moreover, Mouratidis et al. [16] proposed applied deep
neural network SMOTE model and applied it on 2363 tweets corpus of Hong Kong protests in
August 2019 [17]. They implemented 18 in total network account features (user id, the Tweet
time, Like count, etc.) and linguist features (no. Words, avg. Words in a sentence, no. Long
sentences, etc.) [18, 19, 20, 21, 22]. They achieved a great 98% score of F; on this small dataset.

Yang and his team [23] worked with Convolutional Neural Networks (CNN) and fed the
articles to the network comprising of images to make predictions for fake news. Kaggle’s fake
news detection corpus’® was used in this study. Moreover, they manually verified and scrapped
real news from genuine official sources like Washington and Post New York Times. The network
comprises two sections: (i) text section and (ii) image section. The model’s textual section is
further divided into the following two subsections: (i) textual explicit—get data from the textual
content, for example, length of the news—and the latent text subsection representing the textual
content’s embedding, restricted to 1000 words. They also divided the image section of the
model into two subsections, the one subsection holding information related to characteristics
of images, for example, resolution of images or the count of individuals in the images, the
other subsection utilized a CNN algorithm on the images. They observed that the model’s
performance is better when using images (F1-measure = 0.92).

3. Corpus and Task Description

The organizers of fake news detection in the Urdu Language shared task at FIRE 2021 provided
one corpus for the Urdu language.

The news articles belong to five different domains: (1) Business, (2) Health, (3) Showbiz, (4)
Sports, and (5) Technology. The corpus consists of 1300 labeled Urdu news articles for model
training and the 300 unlabeled Urdu news articles for testing the model. The domain distribution
are corpus statistics are presented in Table 1 and 2, respectively.

3.1. Task Description

UrduFake @ FIRE 2021: Fake news detection in the Urdu language is a binary classification
problem, where it is asked to classify if a particular news article is fake or real. The submitted
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Table 1
Corpus Statistics

Domains Real Fake
Business 150 80
Health 150 130
Showbiz 150 130
Sports 150 80

Technology 150 130

Total 750 550

Table 2
Corpus Statistics

Training Dataset Testing Dataset

Real Fake Real Fake
600 438 150 112

models in the shared task are evaluated and ranked by using standard evaluation metrics such
as accuracy and macro F; score.

4. Methodology

This section describes our approach applied to handle the Urdu language fake news detection
shared task.

4.1. Preprocessing

Preprocessing benefits in classification tasks to increase the accuracy of the model [8, 24, 25, 26].
For our approach, we approaches, we performed the following preprocessing on raw Urdu
articles:

« Normalized the text using normalize_whitespace,
« Striped the punctuation using remove_punctuation,
« Converted all accent characters into ASCII characters using remove_accents function,

« Lowercased the text.

4.2. Proposed Model

Bidirectional Encoder Representations from Transformers (BERT) is a mostly used transfer
learning-based model in NLP-based tasks. The architecture of BERT is highly deep and multi-
layered bidirectional, which consists of forwarding and backward layers. The model is to learn
the context and structure of the term or word based on the nearby text on both sides. It’s an
encoder that is based on the transformer blocks. The first step involves in the process of BERT



is the training of a large corpus that is unlabeled. It is also called the pre-training of data. The
trained model is then used for specific problems in NLP by using its knowledge. It requires a lot
of parameter tuning (Fine Tuning) for specific problems to achieve good results.

There are two kinds of BERT models, including (1) BERT Base and (2) BERT Large. These
models are developed based on transformers. The Base model consists of 12 layers, while the
Large contains 24 layers. The layers are also called transformers. The Base model contains 12
attention heads, and the Large consists of 16. The 110 million parameters were used in the Base
model and 340 million in the Large model. In this study, we used bert-base-multilingual-cased
variant of the BERT model. This model is pre-trained on the top 104 languages with the largest
Wikipedias®. This model is pre-trained on two NLP tasks, including (1) Masked Language
Modeling (MLM) and (2) Next Sentence Prediction (NSP). The input is provided to the model in
the form of embeddings representation. Before providing the input sequences to the model,
15% of the terms were replaced with Mask token. For the computations, the input is provided
to the next layer for intermediate representations by using a transformer and generating the
next layer’s output. The output is converted into the vocabulary dimensions. In the topmost
layer, the probabilities are calculated for each word, and classification is performed [27].

4.3. Hyperparameter Tuning

We performed following parameter tuning to choose a set of optimal hyperparameters for our
BERT model:

« Batch size: 16 and 32,

+ Learning rate: 5e-5, 3e-5, 2e-5,
+ Epsilon: 1e-8,

+ No. of Epochs: 4.

5. Results and Analysis

Table 3 presents the Accuracy, Macro Precision (Map), Macro Recall (Mag), and F; scores
obtained by applying the transfer learning method on the dataset provided by the organizers
of the Urdu fake news detection shared task at FIRE’2021. In this Table, “Experiments” refers
to the number of experiments we performed using the BERT model. The“Model” refers to the
transfer learning-based models applied in this study. We trained and tested two models to
analyze the performance of models on the Urdu fake news dataset. Please note that both BERT-1
and BERT-2 models are the same. The only difference between these models is the training
process. We trained the BERT-1 by using only training data (see table 2) and tested on the test
dataset. In contrast, the BERT-2 was trained on training and validated on a validation set.

Overall, the best results are achieved on the BERT-2 model. In Exp1, we trained the BERT-1
model on the training dataset and evaluated the model on the testing dataset. We achieved 0.89
accuracy. In Exp2, we divided the training dataset into train and validation sets (10% of training
data) to validate the BERT-2 and tested it on the test dataset. We achieved 0.90 accuracy, which
is slightly more than Exp1.
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Table 3
Obtained results using BERT on training data

Experiments Model Accuracy Map, Mag F,

Exp1 BERT-1  0.89 090 090 0.89
Exp2 BERT-2 0.90 091 090 091

On the unlabeled test set, our model obtained 0.66 accuracy®, which is relatively low. Usually,
BERT based systems get higher results, so maybe the results were not evaluated correctly. This
highlights that fake news detection in the Urdu language is a challenging task. Moreover, the
complex transfer learning models need a lot of training data for better training.

6. Conclusion and Future Work

Automatic fake news detection is a classification task aiming to develop a reliable model
classifying a given text as either fake or real. The fake news proliferation on news websites,
social media posts, blogs, etc., and the Internet is misleading people to the extent that it needs
to be stopped. In this study, we described our approach to detecting fake news on Urdu news
articles belonging to six different domains: business, health, showbiz, sports, and technology.

The best result of 0.91 on the labelled dataset (see Table 3) is obtained using state-of-the-art
transfer learning BERT algorithm when trained and validated our model before predictions on
the test set. We submitted two different runs of the BERT model in this shared task. On an
unlabeled dataset, our systems achieved 0.66 accuracy.

In the future, we plan to apply other transfer learning-based models such as RoBERTa, XLNet,
etc., to classify Urdu fake news articles.
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