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Abstract  
Developed computing and software tools for building a nonlinear dynamic model of the 
human oculomotor system (OMS) based on input-output experiments using test visual stimuli 
and innovative Eye-tracking technology. The Volterra model is used for identification in the 

form of multidimensional transition functions of the 1st, 2nd and 3rd orders, taking into 
account the inertial and nonlinear properties of the OMS. Eye-tracking software developed 
by Matlab is being tested on real OMS experimental data. 
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1. Introduction 

The study of human eye movements and the trajectory of their movement reveals the structure of 

the relationship of the individual with the environment, man with the world. Knowledge of eye 

movement is of great theoretical and applied importance, expanding the possibilities of studying the 

specifics of many professions in order to increase the efficiency of the subject of labor [1-4]. 

The process of acquiring knowledge is a central part of the learning process. Management of this 

process involves the availability of effective objective indicators to assess the intellectual abilities of 

the individual. Proposed in the project methods of psychological identification of the individual on the 

basis of experimental data using innovative Eye-tracking technology and computational means of 

their processing allow to monitor and diagnose the state of cognitive processes during students' 

learning activities [5-9]. 

The aim is to develop software tools for building a non-parametric dynamic model of human OMS 

taking into account its inertial and nonlinear properties based on experimental input-output data using 

test visual stimulus and innovative eye tracking technology; introduction of the received information 

models in diagnostic practice of states of cognitive processes. 

The identification process is based on the use of test visual stimuli that are displayed on the 

computer monitor screen at different distances from the starting position (Fig. 1). 

 

 
Laptop, visual stimulus, eye tracker Respondent Responses of the  OMS – eye-

tracker output signals  

Figure 1:Diagram of the eye tracking process 
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The developed software enables support of the following tasks: 

1. The relationship study of mental states and cognitive processes in educational activities [10-

14]. 

2. The interaction of mental states and cognitive processes during the educational activities of 

students, an objective assessment of their cognitive development level, assessment of the 

effectiveness of training to improve mental processes and for psychological correction of 

personality [2]. 

3. Extension of the individual's creative life due to the early diagnosis of degenerative processes 

of cognitive functions of the brain. Identification of a gifted personality (building a psychological 

model of the personality) and evaluation of its abilities. Professional selection (the identification 

and education of leaders) [9]. 

4. The assimilation of scientific knowledge and their respective skills serves as the main goal 

and the main result of educational activities. The process of mastering knowledge is the central 

part of the learning process. Managing this process implies the existence of effective objective 

indicators for assessing an individual’s intellectual abilities [7]. 

The methods of psychological identification of an individual proposed in the project, based on 

obtaining experimental data using eye tracking technology and computing means of processing them, 

allow monitoring and diagnostics of the state of cognitive processes during the educational activities 

of students. 

2. Volterra Model and the Method of the Identification OMS 

The basis for creating a mathematical (information) model of the object under study is the results 

of measurements of its input and output variables, and the solution of the identification problem is 

associated with obtaining experimental data and processing them taking into account measurement 

noise. 

To describe objects of unknown structure, it is advisable to use the most universal nonlinear 

nonparametric dynamic models - Volterra models [15-17]. The nonlinear and dynamic properties of 

the object under study are unambiguously described by a sequence of multidimensional weight 

functions – Volterra kernels, invariant with respect to the type of input signal. 

The input-output ratio for nonlinear dynamic systems (NDS) with an unknown structure (such as a 

"black box") with one input and one output can be represented by a discrete Volterra polynomial of 

degree N = 3 in the form [18]: 
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where ][ˆ myn  is the n-th partial component of the NDS model response; w1[k1], w2[k1,k2], w3[k1,k2,k3] 

– discrete weight functions of the first, second and third orders; x[k], y[k] – input (stimulus) and 

output (response) functions of the system being modeled, respectively; k is the time variable. 

The block diagram of the Volterra model has the form (Fig. 2). 

 

 

Figure 2: Block diagram of the Volterra model 



The task of identification is to select test effects x[m] and develop an algorithm that allows the 

measured reactions y[m] to identify partial components yn[m], (n=1, 2, 3) and determine on their basis 

Volterra kernels w1[k1], w2[k1,k2], w3[k1,k2,k3] [18]. 

3. Eye movement tracking to identify OMS 

The information technology of construction of non-parametric dynamic model of human OMS 

taking into account its inertial and nonlinear properties on the basis of data of experimental researches 

"input-output" is developed. The OMS Volterra model is used in the form of multidimensional 

transient functions (MTF) [19, 20]. 

Methods and tools for the identification of OMS have been developed using technology tracking. 

The obtained MTF are used to construct the space of diagnostic signs and to carry out the optimal 

classification of neurophysiological states of personality for research in neuroinformatics and 

computational neurology. Experimental studies of individuals' OMS were performed using the Tobii 

TX300 eye tracker (frame rate 300 Hz) and the corresponding software in the Laboratory of Motion 

Analysis and Ergonomics of Interfaces of the Lublin University of Technology (Lublin, Poland) [18]. 

Taking into account the specifics of the studied OMS, test step signals are used for identification. 

If the test signal x[m]=θ[m], where θ[m] is a unit function (Heaviside function), then the partial 

components of the response y1[m], y2[m], y3[m] will be equal to the transient function of the first order 

][1 mh  and diagonal sections of the transient functions of the second and third orders ],,[2 mmh

],,[3 mmmh  respectively [18]: 
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Determination of subdiagonal intersections of transient functions is based on the NDS test using L 

test step signals with given amplitudes ai, i=1,2,…,L (L>=N, N is the degree of the Volterra 

polynomial). In this case the responses of the NDS are denoted by y1[m], y2[m], …, yL[m]. Reviews of 

the Volterra model will be view 
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where ],,[ˆ][ˆ],,[ˆ][ˆ],[ˆ][ˆ 332211 mmmhmymmhmymhmy   – obtained estimates of the partial components 

of the model – MTF. 

To determine the transient functions ],,[],,[],[ 321 mmmhmmhmh  is used the method of least 

squares (LSM), which provides the minimum standard error of the deviation of the model responses 

from the responses of the OMS to the same stimulus: 
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The minimization of criterion (4) is reduced to solving a system of normal Gaussian equations, 

which in vector-matrix form can be written as 

yAŷAA  , (5) 
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The system of Gaussian normal equations (5) produces good results on the approximation of 

functions if the number of measurements L is large enough (much greater than the degree of the 

approximating polynomial N) or the measurement errors are small. Otherwise, the determinant of the 

system turns out to be close to zero and the system becomes ill-conditioned. In this case, large errors 

in the parameters estimation of the approximating polynomial are possible. 

Tikhonov's method of regularization [21], which is based on a variational method for constructing 

a regularizing operator, is used to obtain a solution of linear algebraic equations system (5) that is 

stable against measurement errors. This method is reduced to finding an approximate solution vector 

ŷ  that minimizes certain smoothing functional. The only vector satisfying the condition of the 

smoothing functional minimum can be determined from the solution of linear algebraic equations 

system: 

yΑŷαI)ΑΑ( α  , (6) 

whereΑ  is the transposed matrix; I is the identity matrix;  is the Tikhonov regularization 

parameter. 

When implementing this algorithm, the regularization parameter  is chosen sufficiently small 

from the analysis of the available information about the error of the initial data and the calculation 

error. In the work, the appropriate value of the regularization parameter α is determined by selection, 

i.e. repeated calculations ŷ , for different values of . The quasi-optimal value of the parameter 

0  is selected from the condition 

min||ŷŷ||
iα1iα



, (7) 

where ,..2,1,0  ,10  ,1   iii . It should be noted that different ways of determining the 

regularization parameter can give different results and, as a consequence, different regularized 

solutions. 

4. Computing of transient functions OMS 

Information technology of the constructing a nonparametric dynamic model of the human OMS 

taking into account its inertial and nonlinear properties based on the data of experimental studies 

input-output was developed. As a basic OMS model – the Volterra model is used in the form of 

multidimensional transient functions. 

Methods and tools for the identification of OMS have been developed using the help of eye 

tracking technology, and building a features space and optimal classification human states using 

machine learning [22]. In the Laboratory of Motion Analysis and Interface Ergonomics at the Lublin 

University of Technology (Lublin, Poland), joint studies of the human OMS were performed to obtain 

diagnostic information for solving urgent problems in the neuro informatics and the computational 

neuroscience. Experimental research was carried out using eye tracking technology with the use of the 

video based Tobii TX300 (300 Hz sampling rate) eye tracker and appropriate software [18]. 

The following instrumental algorithmic and software tools are developed to achieve the goal of the 

research: 

1. Formation of test signals in the form of bright dots on the computer monitor screen at 

different distances from the initial position horizontally, vertically and diagonally. 

2. Preprocessing (bringing the OMS responses to a common start and rationing to one) and 

analyzing the data obtained from the eye tracker. 

3. Constructing an identification model of OMS in the form of multidimensional transient 

functions (integral transformations of Volterra kernels). 

4. Visualization of data and processing results of experimental research. 

4.1. Experimental research of the OMS 

When conducting experimental studies, such actions are carried out: 



1. The test subject is placed in front of the computer so that his eyes are at the center of the 

monitor at a distance of 40-50 cm from him. 

2. The subject’s head is fixed in order to prevent its movements during the study and to ensure 

the same experimental conditions. 

3. On the subject’s readiness, the Signal Manager of the test visual stimulus program is 

launched. 

4. A red circle appears in the center (or from its edge) – of the screen in the starting position.  

5. After a short pause (2-3 sec.), the circle in the starting position disappears and a circle of a 

different color appears at the point with the specified coordinates – a visual stimulus (test signal), 

which is displayed in this position for a specified duration (1-2 sec.) – the action makes the eye 

move in the direction of the visual stimulus. 

6. Then this stimulus circle disappears and a red circle appears in the starting position – this 

makes the eye move in the opposite direction to the starting position, after these actions the 

experiment ends. 

7. Using the eye tracker, the coordinates of the pupil of the eye are determined during its 

movement (reaction to the visual stimulus) in the period between the starting positions and the 

coordinate values are stored in the xls-file. 

In the studies of each respondent, three experiments were successively implemented for three 

amplitudes of test signals in the horizontal direction. The distance between the starting position and 

the test incentives is equal to: 0.33 lx, 0.66 lx, 1.0 lx, where lx is the length of the monitor screen. 

Coordinates of the starting position (x = 0, y = 0.5 ly), ly – mean the width of the monitor screen.  

5. Research results 

The experiments were organized in order to classify subjects by the state of fatigue. The data for 

constructing the model – the OMS responses to the same test signals, were obtained using the Tobii 

Pro TX300 eye tracker at different times of the day: "In the Morning" (before work) and "In the 

Evening" (after work).  

In Fig. 3 and Fig. 4 presents graphs of experimental data at different amplitudes of the test signals 

"Morning" and "Evening", received from the eye tracker. 

 

  

Figure 3: OMS responses at different amplitudes 
of test signals "In the Morning " 

Figure 4: OMS responses at different amplitudes 
of test signals "In the Evening " 

The average values of the OMS responses obtained from the eye tracker at various amplitudes of 

the test signals "In the Morning" and "In the Evening" are shown in Fig. 5.  

Graphs of transition functions for the states of the respondent "In the Morning" and "In the 

Evening" at N = 1 are presented in Fig. 6, at N = 2 - in Fig. 7. 



According to averaged data of OMS responses on visual stimuli with a different distance from the 

start position on the basis of formula (5) the functions of the OMS were defined when approximation 

models of degrees N = 3 were used. Graphs of the transient functions estimates for the "In the 

Morning" and "In the Evening" states of the subject based on model (1) are shown in Fig. 8. 

 

  
Figure 5: averaged OMS responses at various 
amplitudes of test signals "In the Morning" and 
"In the Evening" 

Figure 6: the transient functions estimates of 
the 1st order (N = 1) for states of the test 
subject "In the Morning" and "In the Evening" 
 

 
 

Figure 7: the transient functions estimates of the 
1st and 2nd orders (N =2) for states of the test 
subject "In the Morning" and "In the Evening" 

Figure 8: the transient functions estimates of the 
1st, 2nd, and 3rd orders (N = 3) for states of the 
test subject "In the Morning" and "In the 
Evening" 
 

Received responses with the help of calculations on models at N = 1, N = 2 and N = 3 from various 

amplitudes of test signals "In the Morning". Graphs these are presented in comparison with similar 

responses OMS in figures 9-11. Graphs of responses of the model OMS at N = 3 at various 

amplitudes of the test signals "In the Morning" and “In the Evening” are illustrated in Fig. 12. 



 
 

Figure 9: the responses of the OMS and the 
model at N = 1 at various amplitudes of the test 
signals "In the Morning" 

Figure 10: the responses of the OMS and the 
model at N = 2 at various amplitudes of the test 
signals "In the Morning" 

  
Figure 11: the responses of the OMS and the 
model at N = 3 at various amplitudes of the test 
signals "In the Morning" 

Figure 12: the responses of the model at N = 3 at 
various amplitudes of the test signals "In the 
Morning" and "In the Evening" 

5.1. Deviation of the transient functions 

The variability (deviation) of the MTF of different orders n of the approximation model of OMS 

for the states of the respondent "In the Morning" and "In the Evening" is quantified using the indicator 

of εnN – normalized standard deviation (8). The indicators deviation of the MTF of different orders n 

of the OMS approximation model for respondent states "In the Morning" and "In the Evening" are 

given in Table 1 and are represented by diagram in Fig. 13. 
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Figure 13: the diagram of deviations indicators εnN 

 
Table 1 
The deviation indicators of multidimensional transient functions 

N ε1N ε2N ε3N 

1 0.019 – – 
2 0.051 0.232 – 
3 0.04 0.199 0.322 

 
As can be seen from Fig. 13, the obtained transient function of the 1st order for the "In the 

Morning" and "In the Evening" are virtually independent of the status of the subject. However, the 

diagonal cross section of the transient functions of the second and third order change significantly in 

magnitude and, therefore, can be effectively used as the primary data source when building models of 

classifiers of psychophysiological conditions of the person using machine learning. 

5.2. Building a classifier of the fatigue 

To assess the psycho-physiological state of a person based on the OMS model, studies were 

carried out: 

1. Getting a feature space for building a human state classifier using machine learning. 

2. Building classifiers using deterministic and statistical learning methods for pattern 

recognition based on the data obtained using eye tracking technology. 

The discriminant function d(x) is sequentially calculated on the basis of training datasets for object 

classes A ("In the Morning"), B ("In the Evening").  

Gaussian classifier is built for separate the two classes (dichotomy case) a discriminant function of 

the form is used: 

max
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where x=(x1,x2,…,xn)' – features vector, n – features space dimensionality, mi – mathematical 

expectation vector for a features of class i, i=1, 2; Si=M[(x-mi)(x-mi)'] – covariance matrix for class i 

(M[] – mathematical expectation operation). 1S

i
 – matrix inverse to Si, |Si| – matrix determinant Si, 

max – classification threshold providing the highest criterion probability of correct recognition 

training sample objects. 



The informativeness of various features was investigated, such as integral of the transient 

functions (Table 2), the argument and value at maximum derivative of the transient functions (Table 

3), the argument and value at minimum derivative of the transient functions (Table 4), the argument 

and value at the maximum transient response (Table 5). The analysis of the quality of various features 

combination is carried out on the basis of the criterion probability of correct recognition (PCR, P). 

The quality of the combination of the selected features from the considered set of features is assessed 

based on the classification results on the studied data sample.  
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Investigated heuristic features – integral of the transient functions 
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Table 3 
Investigated heuristic features – the argument and value at maximum derivative of the transient 
functions 

# Features Formal definition 
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Table 4 
Investigated heuristic features – the argument and value at minimum derivative of the transient 
functions 

# Features Formal definition 
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Table 5 
Investigated heuristic features – the argument and value at the maximum transient response 

# Features Formal definition 

1 x16 
],0[

116 )(max
Mm

mhx


  

2 x17 
],0[

117 )(maxarg
Mm

mhx


  

3 x18 
],0[

218 ),(max
Mm

mmhx


  

4 x19 
],0[

219 ),(maxarg
Mm

mmhx


  

5 x20 
],0[

320 ),,(max
Mm

mmmhx


  

6 x21 
],0[

321 ),,(maxarg
Mmm

mmmhx


  

 
Gaussian classifier of a person’s fatigue state in a two-dimensional feature space is provided with 

the maximum recognition reliability (P = 0.9375) with combinations of the following features: 
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Separately, the PCR features: x9 or x13 – P = 0,625; x3 or x8 – P = 0,6875; x12 – P = 0,75;  x6 or x14 – 

P = 0,8125.  

6. Conclusion 

Instrumental algorithmic and software tools for building a nonparametric dynamic model of the 

human oculomotor system taking into account its inertial and nonlinear properties based on the data 

of experimental studies "input-output" using technology tracking are developed. The Volterra model 

is used in the form of multidimensional transition functions. 

The following tasks are solved: 

1. The application of the OMS identification method based on the Volterra model in the form of 

multidimensional transition functions using test visual stimuli with different distances from the 

starting position - step functions of different amplitude is substantiated. 



2. The information technology of obtaining experimental data for the identification of OMS with 

the help of test visual stimuli and the use of eye tracking to track the corresponding eye movements 

has been developed. 

3. Developed in the Matlab system software for the identification of OMS based on Volterra 

polynomials in the form of multidimensional transient functions according to eye tracking. 

4. Experimental studies of OMS were performed with the help of eye tracking technology and the 

transitional functions of the first, second and third orders were determined on the basis of 

oculographic studies. Studies of local self-government with the help of the obtained transient 

functions by means of computer modeling confirm the adequacy of the constructed approximation 

model to the real system. 

5. Classifiers of human cognitive states are built on the basis of the studied heuristic features that 

are resistant to computational errors. The features were calculated on multidimensional transient 

functions obtained from the integral Volterra models of human OMS within a new approach to 

diagnosing human conditions. 

The analysis of variability of transient functions corresponding to different psychophysiological 

states of the individual (states of fatigue) is carried out. It is established that the diagonal intersections 

of the transient functions of the second and third order with respect to the transient functions of the 

first order for fatigue states change significantly in magnitude. Thus, they can be used as a data source 

in the formation of spaces of diagnostic features for the construction of classifiers of human 

psychophysiological states. 
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