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Abstract 

Heart diseases are considered to be one of the main reasons that lead to the death. The 

correct prediction of heart disease can prevent life threats, however incorrect prediction 

can be fatal at the same time. 
The paper considers the ways to solve the problem of prediction cardiovasculars diseases. 

For this purpose, Random Forest method is considered. Both the advantages and 

disadvantages of using this method of predicting are investigated. The main problems that 
shape the work are defined. The paper provides step-by-step creation of a system and 

identifies the main requirements that it must meet. For training the model it is used 

classifier RandomForestClassifier. The results of the training are given as well. For 

improving the precision of the training model Grid Search is used. The metrics – error 
matrices and ROC-AUC curves are used in order to visualize the results of the research. 

To compare the results Gradient boosting algorithm is considered.  

Such a model can be very useful in hospitals as an additional check of the diagnosis before 
prescribing treatment.  

The object of the research is medical indicators and their importance for successful 

diagnosis of the disease. The data is taken from the open source. The subject of the research 
is the method of Random Forest for classification based on statistical data.  
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1. Introduction 

      Medicine is thought to be one of the most investigated areas for all the time. Due to the development 

of the information and computer technologies, this area and diagnostic process are rapidly being 

modernized [1]. Early detection of the disease in humans is an extremely important procedure, as it can 
prevent serious consequences. And the success or failure of treatment directly depends on timely and 

accurate diagnosis. 

     The scope of Machine Learning algorithms are increasing in predicting various diseases. Machine 
learning algorithms are often used for cardio disease prediction systems. Machine learning techniques 

help in identifying the data and automatically make the predictions. 

      Integrating Machine Learning into the healthcare ecosystem allows for a multitude of benefits, 

including automating tasks and analyzing big patient data sets to deliver better healthcare faster and at 
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a lower cost. Quickly obtaining patient insights helps the healthcare ecosystem discover key areas of 
patient care that require improvement. 

     There is a growing awareness of the importance of machine learning as a platform that can gather 

information from multiple sources into an integrated system. It significantly facilitates decision-

making processes for highly skilled employees. Improvements in computing resources, as well as the 
storage and exchange of data over the last decade, have been a significant factor in harnessing the 

potential of machine learning systems in medicine.  

     Machine learning is a fast-growing trend in the health care industry, thanks to the advent of wearable 
devices and sensors that can use data to assess a patient's health in real time. The technology can also 

help medical experts analyse data to identify trends or red flags that may lead to improved diagnoses 

and treatment. 
      According to the World Health Organization, as of 2020, the leading cause of deaths is heart 

diseases. This disease is responsible for 16% of the world’s total deaths. Since 2000, the largest increase 

in deaths has been for this disease, rising by more than 2 million to 8.9 million deaths in 2020. Also the 

number of deaths will add up by 24.5 million in 2030, because of the growth of cardiovascular risk 
factors such as high blood pressure, diabetes, obesity, and smoking [2]. 

      Machine learning algorithms can help doctors diagnose, analyse X-rays, predict patient’s health and 

so on. The exact and accurate analysis is normally attributed to the successful treatment. When doctors 
fail to make accurate decisions while examining a patient's disease, disease prediction systems that use 

ML algorithms can help. 

      An important aspect that distinguishes medical data from most others is that objectivity, accuracy, 
quality and timeliness of results are critical and must be constantly questioned. Thus, the problem of 

medical diagnosis can be solved with the help of the classification problem. 

      One of the classification methods is Random Forest [3]. It is used to create a classifier model that 

can predict disease with higher rates and accuracy.  
      By using classification methods, it is possible not only to cure people, but also to prevent the 

deterioration of their health in time. Appropriate and accurate prediction of cardiovascular disease has 

quite significant value.  
      The cost of error is quite high, so research in this area is always needed. This research proposes a 

prediction model to predict whether patient have a heart disease or not by using entered indicators and 

to give an awareness of heart disease. 

      An article primarily includes the following sections:  
1. Introduction – provided actual problem, clear motivation of doing the research and possible 

improvements for this area. 

2. Related work - introduced common works and theirs results, related to the theme. 
3. Materials and methods – considered methods of the experiment, Random Forest, Decision Tree, 

Bagging or Bootstrap Aggregating, Gradient Boosting.  

4. Experiments – investigated the data using Random Forest in order to predict the presence of 
cardiovascular disease for people with different health conditions. 

5. Results – represented analysed data in figures and results of the study. 

6. Conclusion – summarized overall findings. 

7. References – source materials. 
 

 

2. Related Work 

 
      To do the research on this specific topic, it is quite important to gain the results of the works that 

have been done earlier. For this it is necessary to comprehensively analyse the literary different type of 
sources.  

      Many research articles have been carefully studied in order to investigate the problem and 

systematize knowledge in this area. 
      In article [4] was proposed a model for prediction of cardiovascular disease using machine learning 

algorithm hybrid random forest with linear mode. Authors obtained 88.7% accuracy for prediction. The 



dataset was collected from UCI repository site. Authors have chosen Cleveland dataset for this proposed 
study. 

      In article [5] authors used knn, decision tree, linear regression, support vector machine algorithms 

for prediction of heart disease and compared their accuracy. From the experimental result authors 

obtained best accuracy of 87% by using k-nearest neighbor algorithm followed by support vector 
machine 83%, decision tree 79% and linear regression of 78% accuracy among all these algorithms for 

prediction of heart disease. 

      In article [6] a study conducted to compare statistical, ML and data mining methods in terms of their 
ability to assist in predicting heart failure risks. The researchers compared the performance of statistical 

evaluation, Decision Trees, Random Forest, and convolutional neural networks, and they obtained 

prediction accuracy results of 85%, 80.1%, 85.38%, and 93%, respectively. 
      In article [7] was used different varieties of unsupervised clustering algorithms to determine their 

accuracy in terms of cardiac disease search and diagnosis. The algorithms were applied to the Cleveland 

dataset. The study results highlighted k-means as the most appropriate algorithm for cardiac disease 

diagnosis. 
      In article [8] was suggested model using ensemble approaches (boosting and bagging) with feature 

extraction algorithms (LDA and PCA) for predicting heart disease. The authors compared ensemble 

techniques (bagging and boosting) with five classifiers (SVM, KNN, RF, NB, and DT) on selected 
features from the Cleveland heart disease dataset. The results of the experiments indicated that the 

bagging ensemble learning method with DT and PCA feature extraction obtained the most outstanding 

performance. 
 

3. Materials and methods  

     Random Forest is an ensemble machine learning method based on decision trees that involves 

creating multiple trees and then combining their results to improve model generalization capabilities. 
     Main features of Random Forest Algorithm: 

 It’s more accurate than the decision tree algorithm. 

 It provides an effective way of handling missing data. 

 It can produce a reasonable prediction without hyper-parameter tuning. 

 It solves the issue of overfitting in decision trees. 

 In every random forest tree, a subset of features is selected randomly at the node’s splitting 

point. 

     Decision trees are the building blocks of a Random Forest algorithm. Decision trees [9] are a 
decision-making tool that uses a tree-like graph or decision model and their possible consequences. 

Decision trees seek to find the best distribution for a subset of data, and they are usually learned using 

a classification tree algorithm. 

     Decision trees are very easy to overfit. In the process of building a tree, so that its size does not 
become too large, is used special procedures that allow you to create optimal trees. The creation process 

continues until the stop criteria are met. 

     The most well-known measures of entropy and Gini index are used in the work [10].  
     During the study, the best criterion was chosen - the measure of entropy [11]. 

     The measure of entropy in the construction of decision trees is a measure of the diversity of classes 

in the node. As a result of breakdown nodes with smaller variety of states of an initial variable are 
formed. Thus, the entropy decreases and the amount of internal information in the node increases. 

Formally, the entropy of a certain node T of the decision tree is determined by the formula: 
 

𝐼𝑛𝑓𝑜(𝑇) = − ∑ 𝑝𝑗
𝑛
𝑗=1 ⋅ log(𝑝𝑗),     𝑝𝑗 =  

𝑁𝑗

𝑁
 – part of class j in the node T   

 

p – the probability of system being in the state i, 

T – current node, 

n – number of classes, 



N – number of objects in the node 
 

     The entropy of the whole breakdown is the sum of the entropies of all the nodes multiplied by 

possibility of records of all nodes in the total number of records: 

 

𝐼𝑛𝑓𝑜(𝑆) = ∑
𝑁𝑗

𝑁
⋅ 𝐼𝑛𝑓𝑜(𝑇𝑗 )

𝑛

𝑗=1

 

 

     To select the split attribute, a criterion called information gain or entropy decrease is used: 
 

𝐺𝑎𝑖𝑛(𝑆) = 𝐼𝑛𝑓𝑜(𝑇) − 𝐼𝑛𝑓𝑜𝑠(𝑇) 

 
     The best attribute to be used in the S breakdown is the one that provides the largest increase in 

Gain (S) information. 

     To reduce deviations, one of the main methods of aggregation in machine learning is used - 

Bagging or Bootstrap Aggregating [12]. 
     Begging is a simple technique in which we build independent models and combine them using 

some model of averaging. Because, classification is carried out, aggregation occurs by majority 

voting. For this test observation, we can record the class predicted by each of the trees and take the 
majority of votes: the overall forecast is the most common class. 
     Begging has been particularly useful for decision trees. This is because begging avoids the high 

correlation between decision trees that occurs when training them using the same data. 
     One of the most popular boosting algorithms Gradient Boosting is used in the research [13]. Like 

begging, the main task of boosting is to transform a set of weak classifiers (that is, those that make 

many mistakes in the test sample) into a stronger one. Gradient Boosting works consistently, adding 

new ones to past models to correct mistakes made by previous predictors. This algorithm tries to teach 
new models on the residual error of the past (moving to a minimum loss function). 

     Let's evaluate the use of Random Forest and Gradient Boosting. 

     Like a Random Forest, Boosting Trees are a set of Decision Trees. The main differences between 
the algorithms are the way the trees are built and the results combined. 

     How trees are built: random forests build each tree independently; Gradient Boosting creates one 

tree at a time. This additive model (ensemble) works in stages, representing a weak student to improve 

the shortcomings of existing weak students. 
     Combining results: random forests combine results at the end of the process (by averaging or 

"majority rules"), while Gradient Boosting combines results along the way. 

     If you adjust the parameters carefully, Gradient Boosting can lead to better performance than random 
forests. However, Gradient Boosting may not be the best choice if noise is present, as it can lead to 

overfitting. 

 

4. Experiments 

     For the practical part of this work, it was decided to investigate a dataset that contains data about 

patients and whether they have been diagnosed with cardiovascular disease. So that, the problem of 
classification will be solved. 

     This dataset consists of 70,000 patient records, which include (Figure 1): 
1. age; 
2. height; 

3. weight; 

4. gender; 
5. blood pressure; 

6. cholesterol; 



7. blood glucose; 
8. whether the patient smokes; 

9. whether the patient drinks alcohol; 

10. whether the patient is physically active. 

 

 
Figure 1. Medical indicators 
 
     The first stage is to check the dataset for duplicate rows. Rejection of duplicates is necessary, because 

during training, the model will learn from the original data, and then re-study their duplicate. Therefore, 
the model will relearn the same sample of data. As a result, the model may be poorly generalized. 

     The next stage is to check the relationships between the target variable and other variables.  

     Figure 2. shows the number of patients who were diagnosed (yellow column) and were not diagnosed 
(green column) cardiovascular disease relative to their age (in years). 

 

 
Figure 2: Dependence of cardiovascular disease on age 
 
     As a result, the ratio of patients to healthy patients increases with age. 
     The next stage is to check whether there are linear relationships between variables. To do this, we 

construct a correlation matrix that will contain the correlation values for all pairs of variables. If there 

is a high correlation between the variable and the target variable, it will be possible to find a linear 
relationship between these variables. If non-target variables have high correlation values, it means that 

they contain very similar information, and therefore one of these variables can be neglected, and thus 

reduce the complexity of the model. 



     In the Figure 3. the correlation matrix for the dataset is shown. 
 

 
 

Figure 3: Correlation matrix. 
 
    There is no direct linear relationship between variables. However, it can be noted that the highest 

values of correlation relative to the target variable (cardio) have indicators that correspond to blood 

pressure (ap_hi, ap_lo). 
    The next stage is to analyse the data in order to find possible emissions (not typical data, extreme). 

To do this, statistic data about the columns in the dataset are displayed. To be more precise - the mean 

value, standard deviation, minimum and maximum values and quantiles for each indicator. 
     From this data, it can be analysed that blood pressure indicators (both ap_hi and ap_lo) have 

extreme points because the maximum value is very different, which means that the mean and median 

values are different as well. 
     To see the distribution of data visually, the box charts for this data are built. (Figure 4). 

 



 
Figure 4: Box charts. 
 

     As a result, these indicators have extreme data, which are indicated on the graph by points that go 

beyond the interquartile range.  

     The next step is to delete the lines that contain the extreme points. On the graph you can see the 
emissions, which are indicated by points beyond the quarterly interval. According to the research, 

emissions are non-standard indicators of a patient's health. To minimize the risks of incorrect prediction, 

it is necessary to clean the dataset from emissions. 
     The categorical data is encoded with one hot encoding. Such indicators in dataset 2: "cholesterol" 

and "gluc". Each of them has three unique values, so after unary coding, each of them will turn into 

three different indicators with boolean values. 

 

4.1. Training Random Forest Model 

     Before training, the dataset need to be divided into a train set and a test set. A ratio of 80% - train, 

20% - test.  
     The RandomForestClassifier class from the scikit-learn library is chosen to train the random forest 

model. A random forest is a meta estimator that fits a number of decision tree classifiers on various 

sub-samples of the dataset and uses averaging to improve the predictive accuracy and control 
overfitting.  

      Advantages of using the Random Forest Classifier [14]: 

1. The random forest algorithm is significantly more accurate than most of the non-linear 

classifiers. 
2. Ability to efficiently process data with a large number of attributes and classes. 

3. The random forest classifier doesn’t face the overfitting issue because it takes the average of 

all predictions, canceling out the biases and thus, fixing the overfitting problem. 
4. You can use this algorithm for both regression and classification problems, making it a highly 

versatile algorithm. 

5. Both continuous and discrete features are treated equally well. There are methods of 

constructing trees according to data with omitted values of features. 
6. This algorithm offers you relative feature importance that allows you to select the most 

contributing features for your classifier easily.  



7. Ability to work in parallel in many threads. 
8. Internal assessment of the model's ability to generalize (out-of-bag test). 

9. Scalability. 

 

Disadvantages of using Random Forest Classifier [14]: 
1. This algorithm is slower than other classification algorithms because it uses multiple decision 

trees to make predictions. When a random forest classifier makes a prediction, every tree in 

the forest has to make a prediction for the same input and vote on the same. This process can 
be very time-consuming.  

2. The algorithm tends to relearn on some tasks, especially with a lot of noise. 

3. Large size of the received models. Requires O (NK) memory to store the model, where K is 
the number of trees. 

 

      In order to improve the accuracy of the model, the search for optimal Grid Search 

hyperparameters is used. It sorts the combinations from the given hyperparameters and chooses the 
best combination. 

      Hyperparameters that are used in the search: 

 n_estimators - the number of trees used to build a random forest; 

 criterion - the criterion of breaking a tree; 

 max_depth - the maximum depth that can be reached by the tree, after which the construction 

stops; 
       As a result, after searching for hyperparameters, the model that showed the best predictions on a 

given metric will be returned. 

 

5. Work results 

     Since the problem of binary classification has been solving, the most objective metric is roc-auc 

(area under the error curve) [15]. The ROC curve provides detailed information about the behavior of 

the classifier. The curve is the result of the True Positive Rate (TPR) and False Positive Rate (FPR) 
depending on the threshold. 

     As a result of Grid Search, the best combination of hyperparameters is: 

1. the number of trees - 1000 
2. the maximum depth of the tree – 10 

     To see the number of true and false predictions of the classifier, the error matrices for the train and 

test sets, accordingly are shown on the plot (Figure 5, Figure 6). 

 

  

Figure 5: Error matrix for the train set Figure 6: Error matrix for the test set 



     As a result, the relative distribution of errors has been preserved from the train to test sets, and 
therefore the model is well generated. 

     The model makes fewer FN errors (when the correct prediction is 1 and the model gives 0). 

False Negative errors - the algorithm did not recognize the disease and recognized the sick person 

healthy. The cost of error is very important, especially in medicine. 
     Obviously, ideally, we aim for the classification algorithm is to give zero errors of the FP and FN 

classes, but in real life this is rare, but each model should minimize the number of errors. 

 
     In the Figure 7. and Figure 8. the error curves (ROC) and the calculated area under them (roc-auc) 

are shown for the training and testing set, accordingly. 

 

  
Figure 7: ROC-AUC for training dataset Figure 8: ROC-AUC for testing dataset 

 
     The ROC curve [16] illustrates the sensitivity of the classifier, showing how many correctly 

classified objects can be obtained, allowing more and more FP cases. 
     This metric shows the dependence of the fullness (recall) of predictions - the proportion of class 1 

objects from all class 1 objects, that were correctly predicted, to the proportion of class 0 objects that 

were incorrectly predicted. The metric has possible values [0; 1]. As a result, the metric values are 
similar on the training and testing datasets, so the model is well generated. 

 

1. It reduces overfitting in decision trees and helps to increase accuracy. 
2. It is flexible for both classification and regression problems. 

3. It works well with both categorical and continuous values. 

4. Data normalization is not required because a rule-based approach is used. 

 

6.  Conclusions 

     To summarize the research, it should be said the goal of the study has successfully been achieved. 

Namely, with the help of one of the most popular methods - the method of Random Forest to predict 
the presence of cardiovascular disease in people with different health conditions. 

The research was conducted on the basis of an open dataset cardio.csv, taken from the Internet. 

     Using the best classification model obtained through Grid Search from the scikit-learn library, the 

Random Forest training was committed. Then the trained model was used to classify patients. The 
accuracy of predictions is 80%. The same operations were performed for another ensemble algorithm 

- Gradient Boosting. When using this algorithm, the correct predictions were 73%. 

     The AUC metric for the test data showed a high prediction score of 0.79. So, the classifier worked 
quite well. 
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