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Abstract

The work aims to analyse words of different parts of speech in Ukrainian texts to identify the
speaker’s purpose of using certain parts of speech to express his opinion fully. Our analysis
enables better recognition of written texts and the flow of the author’s thoughts by considering
words of different parts of speech. In work, such analogous systems as Intelligent Ukrainian
Text Processing System, Large Electronic Dictionary of the Ukrainian Language (VESUM),
lang-uk microservices, NER annotated corpus, and tonal dictionary of the Ukrainian language
is considered. The system is designed by incorporating use-case, states and activities diagrams
together with program implementation tools such as Python, MySQL and Tkinter. In addition,
the software which analyses Ukrainian texts and calculates the frequency of words of different
parts of speech is presented. It also demonstrates the results of frequency comparison of other
parts of speech based on texts of different styles and then creates diagrams showing its
statistics.
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1. Introduction

Recognition of Ukrainian-language texts is only on the initial phase of its development [1-6]. Since
the Ukrainian language belongs to a synthetic group of languages (i.e. syntactic relations within
sentences are expressed by inflexion), it complicates the automatic detection and correction of errors,
automated analysis and synthesis of oral speech, automatic translation and more [7-14]. The mentioned
issues need ways of creating solutions that stimulate a wide range of possible research in this area [15-
20]. Modern investigations focus on developing available tools for Ukrainian language recognition
[21-29]. Most developers perform this work on a volunteering basis and provide online access to their
libraries [15-20, 30-33]. They aim to enable every interested person to be involved in this project. The
Ukrainian language takes 16th place among the most popular language on Wikipedia and trails behind
with the 32nd on the Internet. Developing high-quality Ukrainian-language NLP programs is relevant
and needed in Ukraine [34-42]. A large amount of untranslated professional literature, which makes
Ukrainians read everything in original and creates difficulties for some of them, is another factor that
fosters research in this area. In addition, such programs would provide an opportunity to analyse
Ukrainian social networks and the media, facilitating faster and greater identification of helpful
information and various problems [15-20]. Therefore, providing free access to the created libraries for
NLP of the Ukrainian language is a significant process. It gives extra information for developing
computational linguistics of the Ukrainian language.

Modern programmes developed for the analysis of the Ukrainian text do not cover the whole
spectrum of the problems in the field [1-7]. An important question associated with better machine
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recognition of the Ukrainian language is to develop new programmes and improve the existed ones
based on the analysis and modification of relevant analogues for the work of English texts [43-62].

The purpose of the work is to analyse words of different parts of speech in Ukrainian-language texts
to determine whether the author prefers to use certain parts of speech to express his opinion fully.

The research object is the construction analysis of the Ukrainian texts considering words of different
parts of speech. The research subject is the analysis of the frequency and sequence of words used from
different parts of speech in Ukrainian-language texts. The analysis can help better understand the
writing of Ukrainian-language texts and the presented course of the author’s thoughts by using words
of different parts of speech. The stylistic analysis based on statistic analysis and machine learning
technology can become a part of the statistical and semantic analysis of the Ukrainian texts, automatic
translation, construction of N-grams, templates of the structure of the sentences, etc. [63-68].

2. Related Works

Analogues’ characteristics, advantages, and disadvantages are searched and analysed to explore the
mentioned question. It includes the following resources and systems, which are considered and
described in detail [15-20]:

¢ Intelligent system of Ukrainian Text Processing;

Large electronic dictionary of the Ukrainian language (VESUM);
Microservices lang-uk;

Corpus of NER-annotations;

Tonal dictionary of the Ukrainian language.

2.1. Intelligent system of Ukrainian Text Processing

The intelligent system of Ukrainian text processing was developed in 2019 at the Taras Shevchenko
National University of Kyiv [15]. It implements specific linguistic tasks related to the processing of the
Ukrainian language, namely the preliminary processing of the text, morphological and lexical analysis
of the text. To create such a system, the authors analyse the available means of text processing in natural
language and consider using them in the Ukrainian language. In this system, for preliminary analysis
of the Ukrainian text, NLTK library tools are selected. They are used for tokenisation, detection of
sentence boundaries, deletion of non-text elements (tags, meta-information), e-mail highlighting, file
name selection, compilation, words written with an interval between letters, removal of stop words,
recognition of nominal entities. Regarding the morphological analysis and determination of words
belonging to specific parts of speech, this program gives the following characteristics: lemma, stem,
part of speech, cases, gender, number, being / non-being, time, person and species.

The advantage of the developed system is that it provides opportunities for the complex processing
of Ukrainian texts at three levels of analysis. The disadvantages of the developed system are suboptimal
algorithms for composing words written with spaces between letters (the algorithm uses a dictionary to
identify words written with spaces between letters). A length limit is introduced to reduce the words
search, and the words more extensive than the boundary conditions may contain errors. Also, it may
not consider an incorrect analysis of non-vocabulary words, which is a disadvantage of pymorphy2,
based on the morphological module of the system and simple lexical analysis.

2.2. Large electronic dictionary of the Ukrainian language

The large electronic dictionary of the Ukrainian Language (VESUM) is a dictionary of word changes
in the Ukrainian language. Its main components are the register, the code of word change classes and
rules for generating word forms based on these codes and using elements of program logic [16].
Consider an example of the representation of words lem in this dictionary. The following code
represents the word oauswniox [twins]: oausniok /n20.a.p.ke.<, where n20 are nouns of the second
declension of the masculine gender, the key a is the ending -a in the genitive singular, the key p is the
plural form, the key ke is the ending -e in the accusative case.



VESUM performs the tasks of morphological analysis and synthesis. The first is to lemmatise
(reduce a single word form to a lemma) and assign the appropriate grammatical tags. The second one
involves generating all word forms from a particular lemma with the proper grammatical features-tags.

Distinctive characteristics of VESUM [16]:

1. Machine-readable format;

2. Open project;

3. Dynamic nature;

4.  Large registers (more than 401 thousand lemmas, from which more than 6 million-word forms

are generated);

5. Exhaustive coverage of proper names (almost 53 thousand);

6. Representation of twists (nearly 8 thousand), abbreviations, slangs, rarely used words;

7. Division of vocabulary into 13 word-changing classes, which partially coincide with the

traditional parts of speech;

8. The dictionary does not contain accents;

9. Compact system of declension codes and tags for words;

10. Conjugation of complex names;

11. Replacement options for twists;

12. Information on case management;

13. Representation of homonyms.

The large electronic dictionary of the Ukrainian language is the basis for building a linguistic
analysis of texts of the Ukrainian language. It is already used to check spelling, grammar and style,
construct word vectors, implement a full-text search, and create a corpus. In addition, it can be used for
compiling various types of dictionaries, linguistic research, development in the field of computational
linguistics, reference functions, etc.

2.3. Microservices lang-uk

Microservices lang-uk can efficiently run and use the essential tools developed by the lang-uk team
[20]. Technically, this is implemented using Swagger and Docker technologies.

At the moment, there are the following services:

e Tokenisation;

e Ukrainian, Russian and English NER - allows NER-marking of token text using models trained
with the MITIE library for Ukrainian, Russian and English. The microservice was developed by
Mykhailo Chaly;

e Lematization — using the capabilities of the nlp-uk library, it is based on the NLP_UK library.
It allows lemmatising the input text according to the dict_uk dictionary, including its
tokenisation. The microservice was developed by Andriy Rysin;

e Language recognition using the capabilities of the WILD library - allows you to recognise the
language of input text from a list of 156 languages used on the Internet, using the library wiki-
lang-detect.

The lang-uk-ms project allows you to run all microservices simultaneously and access them through
aweb interface. The web service (Docker image) was created to carry out such operations of processing
Ukrainian texts as an assessment of coherence of the text (the size of the text should make at least three
sentences); selection of nominal groups; search for co-reference pairs.

2.4. Corpus of NER-annotations

The corpus of NER-annotations contains 229 texts from the Ukrainian Brownian corpus for 217,381
tokens out of 6,751 marked named entities [18]. NER is a name that indicates a unique entity. These
include names of persons, places, organisations, works, websites, etc. It consists of one or more words.
Any NER entity must contain at least one word with a capital letter or be written in another language
(exceptions are the cases with an error, or the entire text is reduced to one register). But some entities
may also contain lowercase words [19]. Total in the case: 229 texts; 217381 tokens; 6751 NER entities.



2.5. Tonal dictionary of the Ukrainian language

The tonal dictionary of the Ukrainian language contains 3442 words of the Ukrainian language,

which have a non-neutral tone (-2, -1, 1, 2) [17]. Data are obtained from two sources:

e The file tone-dict-uk-manual.tsv is obtained by averaging the assessments of several experts;

e The tone-dict-uk-auto.tsv file is generated by automatically expanding the tone-dict-uk-manual
dictionary using the ML model applying the word vectors word2vec and lex2vec and minor
post-processing by humans.

The data format is tab-separated with the following columns - word and discrete key (from the range:

-2,-1, 0, 1, 2). If possible, all words are reduced to the basic grammatical form in the dictionary, and
common root adjectives replace adverbs.

3. Materials and Methods
3.1. UML-diagrams

UML diagrams are constructed for the selected topic, namely use-case, states and activities charts
are created. Now let’s take a closer look at each diagram separately. The diagram of variants of use is
presented in Fig. 1. It contains the following actors:

e User —a person who uses the system to analyse the Ukrainian text;

¢ VESUM database —a large electronic dictionary of the Ukrainian language, which contains word

changes of the Ukrainian language, the register, the code of word change classes and the rules
for generating word forms based on these codes;

e System database — a created database for the developed system.

Then this diagram contains the following use-cases:

e Analyse text - performs the primary function of the system. The user enters the text and begins
to analyse the entered text according to the following processes;

Check the text language — checks the entered text (whether the text is written in Ukrainian;

Tokenize — selects words from the entered text;

Perform morphological analysis - a process that determines part of speech of all text words;

Build sentence schemes — according to certain parts of speech it builds schemes of all sentences

in the entered text;

e Calculate the frequency of parts of speech in sentences — the frequency of occurrence of
grammatical conversion is calculated in each sentence separately, and then all the calculated
frequencies are summed,;

e Calculate the frequency of combinations of grammatical conversion — the frequency of
combinations is calculated in each sentence separately, and then all the calculated frequencies
are summed;

e Save everything in the system database — all the results of the calculated frequencies and
constructed schemes are saved in the system database;

o Display the result of the analysis — displays the obtained result, namely graphs of frequencies of
parts of speech and frequencies of word combinations of grammatical conversion, as well as the
most common sentence schemes in the text;

e Build graphs — designs graphs of frequency occurrence of speech parts and frequencies of word
combinations of different parts of speech based on obtained data from the system database;

o Get frequency results —send a query to the database to get the calculated frequencies of different
parts of speech and frequencies of word combinations of other parts of speech;

o Display sentence schemes — identifies the most commonly used sentence schemes, which are
built based on sentences from the entered text;

e Get constructed diagrams — send a query to the database to obtain created diagrams of the text
sentences.



The state diagram is presented in Fig. 2. This diagram shows the transition of the system from one
state to another. The activity diagram is illustrated in Fig. 3. This diagram shows the user’s transition
from one activity to another when using the system.
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3.2. Description of the basic functionality

First, the user sees the program window with empty fields. There is a field for entering text
and a button to start the analysis of the text. If the text is not entered in Ukrainian, the program
clears the field, notifies the user of the error, and asks him to enter the text again. Immediately
after the analysis, the bottom panel displays two frequency graphs and diagrams of the most
commonly used sentence schemes. Next, if the user continues the text analysis by entering the
new text and pressing the button, the bottom panel is cleared and filled with new graphs and
diagrams. And so on until the user finishes work and closes the program window. It should be
noted that all the analysis results are stored in the system database.

3.3. Means of implementation

The system is developed using the following tools:
e Ul elements (Tkinter);

e MySQL Database;

e Back-end (Python).

4. Experiments

The structure of the software contains the following files:

o database.py contains all the necessary arrays of letters for morphological analysis;

o wordlInfo.py has functions for obtaining the basic morphological information (part of speech,
word form and its case);

o tableMorphAnalysis.py includes operations for creating a graphical interface with
morphological analysis of words from the text;

e wordFrequency.py contains functions for subtracting the frequencies of different parts of speech
in the entered text and building graphs for them.

5. Results

A developed program analyses words of different parts of speech in Ukrainian texts. The program
builds sentence schemes, which represent the sequence of used parts of speech and displays a list of



frequencies of occurrence of speech part in the text. Below you can find a Ukrainian text with an
explanation of how the programme analyses it:

TeMHoT HOUI, KON 3d GIKHOM HPOX00AML MICEK] €euopu (MAEMOK 31emie Ha
2opy il Yyapums HA0 MICIMOM), KOAU CUHT OUMKU 20IHIMMOMLCA HAO Ye2enbHElo 1
obueameni, AK MULLL— 3a RIOGOPIMMNA, ¥ KAHAPEEUHUTT 3AMOK, MEeMHOT HOUl €
MOHOMY HAAZGUNANIHOMY KabiHemi 20uparomsea Mot moeapuuil. Ie Hoauil
CUHEOPIOH, e YOPHUE MPUBYHAT KOMYHU.
[Temnoi nochi, koly za viknom prokhodiat miski vechory (maietok zletiv na horu v tsaryt
nad mistom), koly sym dymky zdumaiutsia nad tsehelnem y obyvatels, vak myshi— za
pidvorittia, u kanareiechnyt zamok, temnoi nochi v moiomu nadzvychammomu kabinet:
zbyraiutsia mo1 tovaryshi. Tse novvi synedrion, tse chornyi trybunal komuny].

First, you enter the text in the field and then wait for the programme to start. The execution time
might be long, as the program has to process an extensive number of words and build appropriate
graphics. The results of the text processed by the program are presented in Figs. 4-7.

Text:

TemHol HO4M1, KOMAM 23 BLKHOM NPOXOAATb M1CckK1 Beyopu (MaeTok zneTie
Ha ropy i LUapuTb Hapg M1CTOM), KONMM CHH1 OMMKM 301 TbCA Hapg
uerencHew i ofMBaTenl, AK MMWLl,— 3a N1OBOPLTTH, Y apee4HuUIt
33MOK, TEMHO1 HOoYl B MOAOMY Hap3Bu4aiiHoMy kKablHeTl 36upawTbcA MOl

ToBapuwl. Le HOBWIA CMHEOpPloH, Ue YopHWii TpUOyHan KoMyHW .

Sentences schemes 1n the text:

Frequency of appearance of parts of speech in the text:
{*fraction': osition': .17, 'noun': .95, 'verb':
B.87, 'ad_]ectl\.-‘e': §.28, '-': 8.12}

Figure 4: Sentence schemes and the word frequency

#  Morphological analysis of Ukrainian words

Morphological analysis of Ukrainian words
Word Part of speech  Word form  Genus  Syllables Prefix Root Suffix Ending Letters  Vowel Consenants & @ Apostrophe  Hyphen
Houi iMEHHMK OAHWHE  KIHOYWI HO-4i HOY 4 2 2 0 o
KoM HacTKa Ko-A1 Kon n 4 2 2 0 0
3a NpUAMEHHNEK 3a 3a 3a 33 33 2 1 1 o o
BIKHOM iMEHHMK OAHWHA  CEpEAHi  Bi-KHOM Bik HOM 6 4 2 0 o
npoxoanaT Alecnoso iHpIHITME npo-xo-gat npoxa NpoxoaaT b 9 5 3 o o
MiCEK] MPUKMETHHE OAHWUHE 4OnoBi- Mick-Ki mMic BK 6 3 2 ] ]
BEHOPUW iMEHHMK OAHWHE  YOA0BiL  BE-4O-pu BEYP  BEWOp n 6 3 3 o o
MAETOK IMEHHME CAHWMHE YOAOBIY  Ma-€-TOK MaE TOK 7 3 3 0 0
IneTie IMEHHMK OAHWUHE 4ONOBi-  3ne-TiE Iner iB 6 4 2 ] ]
Ha npuiArMeHHNK Ha Ha Ha Ha Ha 2 1 1 o o
Figure 5: Morphological analysis
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Frequency of appearance of different parts of speech in a sentence 1  Frequency of appearance of different parts of speech in a sentence 2
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Figure 7: Frequency of different parts of speech used in sentences

Based on the conducted analysis, we may assume that a noun has the most significant frequency of
use. It means that the nouns take the most remarkable occurrence in sentences compared with other
words. The frequency is about 0.4 for the fraction and the adjective. The author gives additional
semantic nuances to individual words or sentences using fractions, and also, he provides other features
to certain words using adjectives. Thus, verbs and prepositions are present in the text, showing the
lowest frequency. Prepositions indicate relationships between different words in a sentence and
combine them. Therefore, it can be concluded that the author does not make many combinations of
words using prepositions. The verbs take the least number of occurrences indicating that the author does
not emphasise the performance of any action. We should also mention that some words are not
recognised to belong to any part of speech.

6. Discussion

We have chosen five texts of different styles to test the program’s analytics: publicistic, belles-
lettres, scientific, official, and conversational styles. The program calculates the frequency of parts of
speech throughout the text and separately for each sentence. In its final stage, the results of all texts are
compared. Diagrams for a publicistic text are presented in Fig. 8-9:

B H'AMHULI0, MPEemBbo2o HCosmHi, € ceni [pueinbromy Jy6eHcbKo20 paiiony
PigHetictkol 061acmi npotitiog Kau' 'aHull Oow, AKULl 3a80ae WKOOU 8PONCAI0
Ma Mpoxu NOUKOOUE OYOUHKU HCUMenie Yoo cend. Ha cbo2odui pobomu 3

GIOHOENEHHA YilicHocmI BYOUHKIg 3aeepuieni. Micyeai MeWKanyi NOGepHYIUCA
oo HOPMANBHO20 HCUMIMA.

[V piatnytsiv, tretoho zhovtnia, v seli Pryvilnomu Dubenskoho raionu Rivnensko1 oblast
proishov kamianvi doshch, yakyi zavdav shkody vrozhaiu ta trokhy poshkodyv budynky
zhyteliv tsoho sela. Na sohodni roboty z vidnovlennia tsilisnosts budynkiv zavershem.
Mistsevi meshkantsi povernulysia do normalnoho zhyttia]]_
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Figure 9: Frequency of parts of speech used in sentences: publicistic text
Below you can find diagrams of the text in a belles-lettres style (see Fig. 10-11):



A ousTIock Ha NOPMPEMU; KHAZbL XMYPUMb OPOGU, KHAZUHA — HAOMEHHA
3Heed2a, KHANCAMA — € meMpAgi cmonimuix ovoie. I e yiil Hadzeuuatiiil
cyeopocmi 2 6i0uyeaio eec OpeaHiti ceim, ecto bezcuiy spandiostHicme i kpacy
MPpemuol MOT000CHU MUHYVIUX ULTAXSINHUX TiM.

[Ya dyvlius na portrety: kniaz khmuryt brovy, kniahynia — nadmenna znevaha, kniazhata —
v temriavi stolitnikh dubiv. I v tsii nadzvychainii suvorosti yva vidchuvaiu ves drevnii svit,
vsiu bezsylu hrandioznist 1 krasu tretoi molodosty mynulykh shliakhetnykh lit].
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Figure 10: Frequency of different parts of speech in a belles-lettres text
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Figure 11: Frequency of different parts of speech used in sentences: belles-lettres style

Another style which is considered is a scientific one. The text in a scientific style is given below and
the diagrams for it are presented in Fig. 12-13:
TIooamku — 00Ha 3 HalieaxncIugiuuy (PIHAHCOBUX Kame2opiil. Icmopuuto ye
Haiidagxiua gopra QiHaHCORUX GIOHOUIEHL MINC OEPHCAEO MA YIeHaAMU
CYCHLTLCMEL.
[Podatlky — odna z naivazhlyvishykh finansovykh katehorii. Istorvchno tse naidavnisha forma
finansovykh vidnoshen mizh derzhavoiu ta chlenamy suspilstva].

The frequency of occurrence of different parts of speech in the text
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Figure 12: Diagram of the frequency of different parts of speech in a scientific text
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Figure 13: Diagrams of the frequency of parts of speech used in sentences of a scientific text



The next text represents an official style and the diagrams for the frequency of used parts of speech
are presented in Fig. 14 - 15:
Hepocagu euzHaoms Npago OUMUHY HA 6IONOUUHOK [ 00361114, NPAso 6pamu
VUAcmb € i2pax I po3eancanbHUX 3axo0ax, uio ionogioawms i1 6iKy, ma eiibHo
Opamu yuacms ¥ KVILIMYPHOMY HCUmmi, 3aiiMamucs Mucmeymeom. Jepaicaeu
HOEANCAIOMY | 3A0X0OYYVIOME HPABO OUMUHU HA €CEOTUHY YHACb ¥ KYILIMYPHOMY
1 MEOPYOMY HCUMMI.
[Derzhavy vvznaiut pravo dytyny na vidpochynok 1 dozvillia, pravo braty uchast v ihrakh 1
rozvazhalnykh zakhodakh, sheho vidpovidaiut yu1 viku, ta vilno braty uchast u kulturnomu
zhytti, zaimatysia mystetstvom. Derzhavy povazhaiut 1 zaokhochuut pravo dytyny na
vsebichnu uchast u kulturnomu 1 tvorchomu zhytti].

The frequency of occurrence of different parts of speach in the text
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Figure 14: Diagram of the frequency of different parts of speech in an official text
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Figure 15: Diagrams of the frequency of parts of speech used in sentences of the official text
The conversational style is represented in a text below. The diagrams of it are shown in Fig. 16-17:

Tpuyio!- cxazag bamwro. Ial- cxasas T puys. Buduut ony xamy? Buozy.
Ham'smail cobi, ce wxona. ba,- ckazae I puys. Crodu Gydeti XOOUnU GUUMUCA.

ba,- ckazae I puyb.

[Hrytsiu!- skazav batko. Hal- skazav Hrvts. Vydysh otu khatu? Vyvdzu. Pamiatai sobi, se
shkola. Ba,- skazav Hrvts. Siudy budesh khodyty vehytysia. Ba_- skazav Hryts].

The frequency of occurrence of differant parts of speech in the text
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Figure 16: Diagrams of frequency of different parts of speech in a conversational text
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Figure 17: Diagrams of the frequency of parts of speech used in sentences: conversational style

Having analysed the texts with the application of the program functionality, we built a line diagram
that shows the frequency of different parts of speech used in texts of different styles (Fig. 18). Its results
demonstrate that the text of the conversational style has the highest number of the used parts of speech.
In other texts, the fluctuations between the frequencies of occurrence are approximately the same. It is
easy to recognise that verbs have the most significant frequency of use in the conversational text (a
conversation between two people discussing their further actions). Texts of other styles have the lowest
number of verb use compared with conversational text. Instead, other parts of speech such as nouns,
adjectives and prepositions are often used. The frequency of verbs, numerals, and adverbs in these texts

is about 0.
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Figure 18: Frequency of parts of speech used in texts of different styles



7. Conclusions

The literature sources related to the morphological analysis of Ukrainian words and the frequency
use of different parts of speech in Ukrainian texts are considered in our research. We have investigated
the available analogue systems and applied the following: the intelligent system of Ukrainian text
processing, large electronic dictionary of the Ukrainian language (VESUM), microservices lang-uk,
NER-Annotations corpus and tonal dictionary of the Ukrainian language. The analysis of their features
and characteristics and their advantages and disadvantages is conducted in detail. It proves the relevance
and topicality of the project, which is to analyse the use of words of different parts of speech in
Ukrainian texts. A system analysis is chosen to perform our research. We constructed UML diagrams
to represent the general purpose of the developed system: use-case, states and activities. Each diagram
shows the system from different aspects to better understand its processes. In addition, the basic
functionality of the system is presented. As the implementation tools for creating a program, which will
analyse Ukrainian texts, the Python programming language, MySQL database, and Tkinter graphical
interface were chosen.

A program that analyses the use of words of different parts of speech in Ukrainian texts was
developed. The program builds sentence schemes, which represent the sequence of used parts of speech
and displays a list of frequencies of occurrence of parts of speech in the text. In addition, it displays
frequency graphs for the text and separately for each sentence and presents a morphological analysis of
each word in the entered text. Then, a control example of the developed program is shown; each element
of the program is described, and the entered text analysis is presented. The program has a convenient
and simple interface, is easy to use, and contains all design requirements. Accordingly, it displays all
the information about the word and the calculated frequency that it has processed.

We analysed the obtained results, namely the frequencies of using words of different parts of speech
in the texts of publicistic, belles-lettres, scientific, official, and conversational styles. It can be
concluded that the developed algorithms for morphological analysis, based on the rules of the Ukrainian
language, contain many inaccuracies as only a small number of exceptions for many Ukrainian words
are taken into account. In addition, it should also be noted that an algorithm for calculating the word
combinations frequencies of different parts of speech has not been developed. It means that the program
needs further improvement, building better algorithms and methods, and designing a coherent structure.
It also shows that the recognition of the Ukrainian language is a complex process and requires more
research, which provides a good starting point for discussion and further investigation.
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