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Abstract
Driven by recent successes in artificial intelligence, new autonomous navigation systems are emerging
in the urban space. The adoption of such systems raises questions about certification criteria and their
vulnerability to external threats. This work focuses on the automated anti-collision systems designed for
autonomous drones evolving in an urban context, less controlled than the conventional airspace and
more vulnerable to potential intruders. In particular, we highlight the vulnerabilities of such systems to
hijacking, taking as example the scenario of an autonomous delivery drone diverted from its mission by
a malicious agent. We demonstrate the possibility of training Reinforcement Learning agents to deflect
a drone equipped with an automated anti-collision system. Our contribution is threefold. Firstly, we
illustrate the security vulnerabilities of these systems. Secondly, we demonstrate the effectiveness of
Reinforcement Learning for automatic detection of security flaws. Thirdly, we provide the community
with an original benchmark based on an industrial use case.
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1. Introduction

Spurred on by the recent advances in Machine Learning, autonomous vehicles are destined
to become an integral part of tomorrow’s mobility. So far limited to land conveyance, a new
category of autonomous vehicles (e.g., air cabs, delivery drones) is about to take place in the
urban mobility space. In a similar way to self-driving cars, unmanned aerial vehicles (UAVs)
cause new public acceptance and certification challenges. Guaranteeing the non-collision of
these UAVs with the obstacles present in the urban landscape and other flying objects is part
of these challenges. If flight plans and airways are used to prevent collisions in the traditional
airspace, they most often require human supervision. The potential amount of UAVs circulating
simultaneously in the urban air mobility contexts makes their utilization unfeasible. Thus,
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many UAVs are currently equipped with automatic collision avoidance systems. These systems
are subject to drastic controls ([1], [2] [3], [4]) to obtain the certifications allowing them to be
integrated into UAVs. Although these certifications guarantee these systems’ proper functioning
and efficiency, the deterministic aspect of their decisions makes their behavior predictable.
We argue that the predictability of their behaviors exposes ownships equipped with such
systems to malicious attacks. In this paper, we take advantage of Reinforcement Learning (RL)
agents’ exploration and exploitation capabilities to demonstrate the possibility of diverting
an autonomous drone to an interception zone by hacking its obstacle avoidance system. We
implement a simulator based on the scenario of an autonomous delivery drone trying to reach a
delivery area and being hijacked by another drone. We use RL to train an autonomous attacker
to position itself to deceive the anti-collision system and therefore, modify his target’s trajectory
towards the desired zone. Our work thus highlights a critical security flaw of UAVs and opens
the way to the use of RL in the certification procedures of such systems.

This paper is organized as follows. Section 2 presents the related works. Section 3 introduces
background knowledge on the ACAS-X anti-collision system family and Reinforcement Learning.
Section 4 presents the general interception scenario and the simulator design. Section 5 shows
empirical results and discusses the critical components of successful hijackings. Finally, Section
6 summarizes and concludes this paper on future perspectives.

2. Related works

Security in avionics. Ongoing research into security vulnerabilities plays a fundamental
role in the fight against hijacking. In [5], the authors exploit vulnerabilities of the Aircraft
Communication Addressing and Reporting System (ACARS) network to upload new flight plans
in the aircraft’s Flight Management System (FMS). Nevertheless, since the pilots still carry out
the control of the aircraft, the attack mainly leads to an increase in their workload. [6] directly
targets the ground infrastructure and designs two different attacks, using radio signals, on the
Instrument Landing System (ILS). The authors develop two different attacks on the ILS using
radio signals that prevent the aircraft from landing successfully. They demonstrate a consistent
success rate with offset touchdowns from 18 to over 50 meters laterally and longitudinally. [7]
highlights the vulnerabilities of the Avionics Wireless Networks (AWN). [8] describes a detailed,
plausible attack reaching the avionics network effectively on a commercial airplane. Due to the
complexity and cost of deploying such attacks, most of these results remain theoretical. To date,
none of these attacks enable complete control of the aircraft. Their impact is often mitigated by
the presence of humans in the loop. In the future, the introduction of low complex autonomous
systems, combined with the popularization of drones and their accessibility, may change this
paradigm. Our work focuses on this new generation of UAVs, which is about to occupy the
urban airspace, and highlights their vulnerabilities to malicious attacks.

Automatic anti-collision systems Although supplemented by pilots’ interventions,
automated collision detection and avoidance plays a crucial role in the safety of flying vehicles.
These systems are mainly used for airliners to provide maneuvering recommendations to the
pilot and thus lighten his general workload. The most commonly used is the Traffic Collision
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Avoidance System (TCAS). Unlike newer systems, the TCAS requires both aircrafts to be
equipped to be effective. Based on [9], the Airborne Collision Avoidance System X (ACAS X)
[10] has been designed for autonomous vehicles. The ACAS systems rely upon probabilistic
models to represent the various sources of uncertainty and upon computer-based optimization
to provide the best possible collision avoidance recommendations. Its robustness has been
demonstrated notably in [11] using Petri model and [12] using formal methods. Within the
ACAS X family, the ACAS-Xu is specifically designed for unmanned aircraft systems (UAS).
Due to the UAS reduced capabilities, this variant solves conflicts using horizontal motions.
However, the cost table size (∼ 5GB) makes it challenging to be embedded within small UAVs.
[13], [14], and [15] study the possibility to replace these look-up tables with surrogate models
to reduce the system’s footprint. Nonetheless, the use of surrogates raises the problem of their
certification. [16],[17], and [18] employ formal methods to provide guarantees on these models.
Our contribution highlights security flaws of the ACAS-Xu but could as well be extended to
other ACAS-X versions.

RL for Unmanned Aerial Vehicle. Recent successes in Reinforcement Learning have demon-
strated the ability of autonomous agents to outperform humans in many tasks [19, 20, 21, 22, 23]
and several works have applied it for the control and navigation of UAVs. RL provides a promising
alternative to classical stability and control methods such as Proportional-Integral-Derivative
(PID) control systems [24]. While PID control has demonstrated excellent results in stable
environments, it is less effective in unpredictable and harsh environments. Recently, several
research projects have explored the possibility of using Reinforcement Learning to address its
limitations. [25] compares the efficiency of a model based Reinforcement Learning controller
with Integral Sliding Mode (ISM) control [26]. The authors of [27] train a neural network policy
for quadrotor controllers using an original policy optimization algorithm with Monte-Carlo
estimates. The learned policy manages to stabilize the quadrotor in the air even under very
harsh initializations, both in simulation and with a real quadrotor. [28] trains autonomous
controllers flight control systems with state-of-the-art model-free deep Reinforcement Learning
algorithms (Deep Deterministic Policy Gradient [29], Trust Region Policy Optimization [30],
Proximal Policy Optimization [31]) and compares their performance with PID controllers. In
[32], a sequential latent variable model is learned from flying sequences of an actual drone
controlled with PID. This latent dynamic model is used as a generative model to learn a deep
model-based RL agent directly on real drones with a limited number of steps.

Mission planning is another classical use case of RL for UAVs. In [33], the authors combine
a Q-learning [34] algorithm focusing on navigation policy with PID controllers. In [35], the
navigation problem is decomposed into two simpler sub-tasks (collision-avoidance and ap-
proaching the target), each of them solved by a separate neural network in a distributed deep
RL framework. An active field of research focuses on interception and defense against malicious
drones. In a 1 vs 1 close combat situation, [36] demonstrates the effectiveness of an A3C [37] RL
agent versus an opponent with Greedy Shooter policy [38]. In a multi-agent context, [39] uses a
Multi-Agent Deep Deterministic Policy Gradient algorithm (MADDPG) [40] in an attack-defense
confrontation Markov game. [41] proposes a ground defense system trained with Q-learning
to choose between high-level defense strategies (GPS spoofing, jamming, hacking, and laser
shooting). While [42] and [43] use RL to train a drone attacker to intercept a target drone, [44]
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places the agent in the defender’s position and trains it with a Soft Actor-Critic algorithm [45]
to avoid capture. [46] propose an adaptive stress testing based on Monte Carlo Tree Search [47]
to find the most likely state trajectories leading to near mid-air collisions.

Our contribution also aims at intercepting a target UAV using an RL agent. However, it differs
on two significant points. First, it highlights the security flaws of a deterministic policy dictated
by the ACAS-Xu system for collision avoidance. Second, our attacker does not seek to capture
the target directly but to guide it to a specific area where it can potentially be captured. This
strategy does not require any attack equipment directly implemented on the attacking UAV and
can easily be applied to any UAV.

3. Background

3.1. Overview of the ACAS system

The Airborne Collision Avoidance System X (ACAS X) is a collection of rules providing an
optimized decision logic for airborne collision avoidance. Among the family of ACAS X, the
ACAS-Xu is specifically designed for drones and urban air mobility. By requesting a set of lookup
tables (LUT) computed offline, the ACAS-Xu provides, in real-time, a horizontal resolution
of conflicts. Using data collected from its surrounding environment, the ownship queries the
LUT on the collisions probabilities for five different directional recommendations: COC (Clear
of Conflict for the current heading), WL (Weak Left), WR (Weak Right), L (Left), R (Right).
Therefore, the ACAS-Xu is used to avoid any static object (tower, crane, antenna) or any moving
object (e.g., birds, UAV) whose behavior could be unpredictable or even using the same avoidance
system. No particular maneuver is required when the ownship is in the COC state. Otherwise,
the autonomous agent may decide to follow the advisory that minimizes the probability of
conflicts according to the geometric parameters. We describe, in Table 1, these parameters along
with their unit of measure and illustrate in Figure 1 the example of an intruder crossing the
ownship’s trajectory.

Figure 1: ACAS-Xu geometry [16]

Table 1
Geometric parameters

Param. (units) Description
𝜌 (ft) Distance from ownship to intruder

𝜃 (rad)
Angle between ownship and intruder
relative to the ownship’s heading

𝜓 (rad)
Heading angle of intruder
relative to the ownship’s heading

𝑣𝑜𝑤𝑛 (ft/s) Speed of the ownship
𝑣𝑖𝑛𝑡 (ft/s) Speed of the intruder

A complete description of the ACAS-Xu system can be found in [48].
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3.2. Reinforcement Learning

Within the field of Machine Learning, Reinforcement Learning is particularly suited for se-
quential decision-making problems. In RL, an agent interacts with its environment during a
sequence of discrete time steps, 𝑡 = 0, 1, 2, 3, .... At each time step 𝑡, the agent is provided
a representation of the environment state 𝑠𝑡 ∈ 𝒮 , where 𝒮 is the space of all possible states.
Considering 𝑠𝑡, the agent takes an action 𝑎𝑡 ∈ 𝒜, where 𝒜 is the space of all possible actions
(including inaction). Performing this action in the environment causes the environment to
transition from 𝑠𝑡 to 𝑠𝑡+1, and as a consequence of this transition, the agent receives a numerical
reward 𝑟𝑡 ∈ R.

Agent

Environment

𝑎𝑡𝑠𝑡+1 𝑟𝑡

Figure 2: Agent-environment interaction loop

Figure 2 taken from [49] illustrates the agent-environment interactions. The mapping of
a state 𝑠 to a probability of taking each possible action in 𝒜 is called the agent’s policy and
denoted 𝜋(𝑎|𝑠) = P[𝐴𝑡|𝑆𝑡 = 𝑠]. Considering a discount factor 𝛾 ∈ [0, 1], the return is defined
as the discounted sum of rewards 𝑅𝑡 =

∑︀𝐾
𝑘=0 𝛾

(𝑘)𝑟𝑡+𝑘. Deep Reinforcement Learning’s goal
consists in finding the policy 𝜋𝜑, represented by a neural network with parameters 𝜑, that
maximizes the expected return 𝐽 (𝜋𝜑) = E

𝜏∼𝜋𝜑

[𝑅(𝜏)] with 𝜏 = (𝑠0, 𝑎0, ..., 𝑠𝐾+1) the trajectory

obtained by following the policy 𝜋𝜑 starting from state 𝑠0. For continuous control problems
(such as motor speed control), policy gradients methods aim at learning a parameterized policy
𝜋𝜑 through gradient ascent on 𝐽(𝜋𝜑). These methods rely on the policy gradient theorem [50]:

∇𝜑𝐽(𝜑) = E𝑠∼𝜌𝜋 ,𝑎∼𝜋𝜑
[∇𝜑 log 𝜋𝜑(𝑎 | 𝑠)𝑄𝜋(𝑠, 𝑎)] ,

where 𝑄𝜋(𝑠, 𝑎) = E𝑠∼𝜌𝜋 ,𝑎∼𝜋𝜑
[𝑅𝑡|𝑠, 𝑎] is the action-value function. 𝑄𝜋(𝑠, 𝑎) represents the

expected return of performing action 𝑎 in state 𝑠 and following 𝜋 afterwards. Policy gradients
methods typically require an estimate of 𝑄𝜋(𝑠, 𝑎). An approach used in actor-critic methods
consists in using a parameterized estimator called critic to estimate𝑄𝜋(𝑠, 𝑎) (𝜋𝜑 thus represents
the actor part of the agent). By relying on this principle, [51] propose the deterministic policy
gradient algorithm to compute∇𝜑𝐽(𝜑):

∇𝜑𝐽(𝜑) = E𝑠∼𝑝𝜋

[︁
∇𝑎𝑄

𝜋(𝑠, 𝑎)|𝑎=𝜋(𝑠)∇𝜑𝜋𝜑(𝑠)
]︁
.

The Deep Deterministic Policy Gradient (DDPG) algorithm [29] adapts the ideas underlying
the success of Deep Q-Learning [52] [19] to estimate𝑄𝜋 with a neural network with parameters
𝜃. In DDPG the learned Q-function tends to overestimate 𝑄𝜋(𝑠, 𝑎), thus leading to the policy
exploiting the Q-function estimation errors. Inspired by the Double Q-learning [53], the Twin
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Delayed DDPG (TD3) [54] addresses this overestimation by taking the minimum estimation
between a pair of critics and adding noise to the actions used to form the Q-learning target.
Combined with a less frequent policy update (one update every 𝑑 critic updates), these tricks
result in substantially improved performance over DDPG in a number of challenging tasks in
the continuous control setting. Algorithm 1 describes TD3’s training procedure.

Algorithm 1: TD3
Initialize critic networks 𝑄𝜃1 , 𝑄𝜃2 , and actor network 𝜋𝜑 with random parameters
𝜃1, 𝜃2, 𝜑

Initialize target networks 𝜃′1 ← 𝜃1, 𝜃
′
2 ← 𝜃2, 𝜑

′ ← 𝜑
Initialize replay buffer ℬ
for 𝑡 = 1 to 𝑇 do

Select action with exploration noise 𝑎 ∼ 𝜋𝜑(𝑠) + 𝜖, 𝜖 ∼ 𝒩 (0, 𝜎) and observe reward
𝑟 and new state 𝑠′

Store transition tuple (𝑠, 𝑎, 𝑟, 𝑠′) in ℬ
Sample mini-batch of 𝑁 transitions (𝑠, 𝑎, 𝑟, 𝑠′) from ℬ
�̃�← 𝜋𝜑′ (𝑠′) + 𝜖, 𝜖 ∼ clip(𝒩 (0, �̃�),−𝑐, 𝑐)
𝑦 ← 𝑟 + 𝛾min𝑖=1,2𝑄𝜃′𝑖

(𝑠′, �̃�)

Update critics 𝜃𝑖 ← argmin 𝜃𝑖
1
𝑁

∑︀
(𝑦 −𝑄𝜃𝑖(𝑠, 𝑎))

2

if 𝑡 mod 𝑑 then
Update 𝜑 by the deterministic policy gradient:
∇𝜑𝐽(𝜑) =

1
𝑁

∑︀
∇𝑎𝑄𝜃1(𝑠, 𝑎)

⃒⃒
𝑎=𝜋𝜑(𝑠)

∇𝜑𝜋𝜑(𝑠)

Update target networks:
𝜃′𝑖 ← 𝜏𝜃𝑖 + (1− 𝜏)𝜃′𝑖
𝜑′ ← 𝜏𝜑+ (1− 𝜏)𝜑′

end
end

4. Drone interception scenario

We consider an environment composed of two agents (𝑇 , 𝐴) and two areas of interest (𝐷1, 𝐷2)
inside a delimited playground. The first agent 𝑇 , which we refer to as the target, is a delivery
drone that has the mission to reach the delivery area 𝐷1. This target drone is equipped with
the ACAS-Xu system, introduced in section 3.1. The target starts in position 𝐼𝑡, has a fixed
velocity 𝑣𝑡, and uses the autonomous avoidance system to modify its trajectory when a possible
conflict is detected. The second agent 𝐴, referred to as the attacker, aims at hijacking the
target towards an alternate delivery area, called the interception area 𝐷2. To do so, the attacker
exploits the potential flaws induced by the target’s use of the avoidance ACAS-Xu system to
deflect its trajectory toward the interception area 𝐷2. The attacker starts in position 𝐼𝑎 and can
continuously adjust its velocity 𝑣𝑎 within the range [0, 𝑣𝑚𝑎𝑥].

Both agents interact in a 2-dimensional playground. Gravity is not considered, and the scene
does not contain any obstacles. Figure 3 provides a schematic representation of the set-up.
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T

A

𝐷1

𝐷2

𝐼𝑎

𝐼𝑡

Target’s heading

ACAS advisory

Figure 3: The interception scenario: The target heads toward its delivery zone while the attacker seeks
to divert it to the interception zone by taking advantage of the recommendations given by the ACAS-Xu.

One can note that the Xu version of the ACAS system is dedicated to drones and only provides
horizontal avoidance recommendations. Among the other versions of the ACAS, the Xa version
is dedicated to large aircraft and provides vertical avoidance. For the sake of simplicity, we
restrict the interception to a horizontal plan and the use of the ACAS-Xu avoidance system
solely. Adding a vertical dimension would not necessarily complexify the learning task (given
some adjustments to the reward model). We let the study of a 3D interception with a target
equipped with both the Xu and the Xa version to future work.

The simulator environment

We implemented this scenario in an original open-source simulator1. In the following, we
describe its main characteristics.
State Space : The state of the environment at step 𝑛 is fully described by the state of the two
agents (target and attacker) as well as the cartesian positions of the delivery and interception
areas. Each agent’s state is composed of its cartesian positions 𝑃 𝑎𝑔𝑒𝑛𝑡

𝑛 = (𝑥, 𝑦) and its velocity
vector in the horizontal plan �⃗�

𝑎𝑔𝑒𝑛𝑡

𝑛 . We denote by 𝛼 (resp. V), the heading’s angle (resp. the
norm) of the velocity vector, and use �⃗� = (𝛼, 𝑉 ) as its representation. The last recommendation
𝐴𝑋𝑛−1 of the ACAS-Xu system is also included in the state.
Action Space : The attacker’s action vector at step 𝑛 is composed of two updates 𝛿𝑉𝑛 ∈
[−200,+200] (ft/s) and 𝛿𝛼𝑛 ∈ [−𝜋

2 ,
𝜋
2 ] (rad) representing respectively an update of its velocity

and its heading.
Transitions: The target agent’s velocity is constant during the whole episode. Its heading is
updated according to the ACAS-Xu recommendations. If the advisory provided is different from
COC, the following heading update 𝛿𝛼𝑛 is performed: WL→ + 0.15 (rad), WR→ - 0.15 (rad),
L→ + 0.3 (rad) and R→ - 0.3 (rad). If the advisory is COC, the 𝜆𝛼 update allows the target to
reach the optimal heading pointing to the delivery area with a maximum variation of 0.3 (rad).
This variation is constrained to represent actual drone maneuverability and avoid instability

1Since the ACAS-Xu lookup tables are exclusively available to organizations that are part of RTCA/EUROCAE
(the authority responsible for the standardization of ACAS-Xu), a mode allowing to run the simulator with a
surrogate model emulating the tables is available. Link available by the time of the conference.



David Bertoin† et al. CEUR Workshop Proceedings

(a) Attacker’s point of view (b) Top view

Figure 4: The simulator environment

due to big turns. Both agents’ positions 𝑃 are updated by 𝑃𝑛+1 = 𝑃𝑛 + �⃗� 𝑛+1 with the update
of the speed vector given by:

‖𝑉𝑛+1‖ = ‖𝑉𝑛‖+ 𝛿𝑉 𝑛

𝛼𝑛+1 = 𝛼𝑛 + 𝛿𝛼𝑛

Reward model : RL agents are strongly impacted by the reward model used during training.
The environment implements the following reward schema:

𝑟𝑛 =

{︃
𝑟𝑛−1 + (𝑑𝐷2

𝑛 − 𝑑
𝐷2
𝑛−1) if 𝑑𝐷1

𝑛 ≥ 𝑑
𝐷1
𝑚𝑖𝑛 & 𝑑𝐷2

𝑛 < 𝑑𝐷2
𝑚𝑖𝑛

0 otherwise

with 𝑑𝐷1
𝑛 the distance between the target and the delivery zone, 𝑑𝐷2

𝑛 the distance between
the target and the interception zone, and 𝑑𝐷1

𝑚𝑖𝑛 and 𝑑𝐷2
𝑚𝑖𝑛 their respective minimum since the

episode’s beginning. The agent is rewarded when 𝑑𝐷2
𝑚𝑖𝑛 is reduced. To avoid the degenerate

case where the attacker makes the target move away and closer continuously, the value of the
reward at each step is increased as long as the target gets closer to the interception zone. It is
reset to 0 otherwise. This reward model choice encourages the agent to divert the target with
the most direct trajectory possible. Figure 4 shows two visualizations of the simulator.

5. Experimental results and discussion

This section exhibits the efficiency of RL agents in hijacking the target delivery drone and
discusses the different factors impacting the success of an interception. For the sake of
simplicity, we fixed the target’s velocity to 400 ft/s. We trained three attacker agents 𝐴300,
𝐴600 and 𝐴1000 capable of reaching the maximum speed of 300 ft/s, 600 ft/s, and 1000 ft/s
(75%, 150% and 250% of the target’s speed) respectively. We used stable-baselines3 [55]
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implementation of TD3 to train the attackers. Each agent was composed of an actor and
two critics, and we used a two-layer feedforward neural network of 400 and 300 hidden
nodes for both the actor and the critics. TD3 is an off-policy algorithm, during training
transitions (𝑠𝑡, 𝑎𝑡, 𝑠𝑡+1, 𝑟𝑡+1) are stored in a replay-buffer [52] and drawn randomly in the
form of mini-batches during the weight update phase. We used a replay buffer of size 5.104

and a mini-batch size of 512. As suggested in [29], we added an action noise drawn from
the Ornstein-Uhlenbeck process to promote exploration. We trained all agents for 6 mil-
lion steps. Table 2 provides a complete description of the hyper-parameters used during training.

Table 2
Hyper-parameters used in TD3

Parameter Value
Training steps 6,000,000
Learning rate 0.001

𝛾 0.99
Policy delay 2

𝜏 0.005
target policy noise 0.2

Ornstein-Uhlenbeck Noise 0.01
Replay buffer size 50,000
Mini-batch size 512

Table 3
Overall performance

Agents Success Rate
𝐴300 >1%
𝐴600 37%
𝐴1000 94%

Hijacking success rate. We assessed the performance of the three attackers by Monte-Carlo
sampling on 105 simulations varying all the initial positions in each episode. Results reported
in Table 3 show that the interception of the target is possible, but highly dependent on the
attacker’s speed relative to the target’s. The𝐴1000 agent obtains a 94% success rate on its attacks.
Conversely, the 𝐴300 agent only very rarely succeeds in performing an interception. The 𝐴600

agent manages to intercept the target in only 34% of the scenarios, although it goes slightly
faster than the target.

Figure 5: Empirical estimation of the attacker’s influence area.



David Bertoin† et al. CEUR Workshop Proceedings

Figure 6: Example of successful hijacking. Left: trajectories of the attacker and the target. Middle:
attacker’s velocity during the episode. Right: distance between the attacker and the target during the
episode.

Impact of the speed. The previous experiment showed the importance of speed on the
success rate of the attack. In some situations, a too low velocity does not allow the attacker
to position himself in such a way that the ACAS-Xu detects a possible collision and thus have
an opportunity to interfere with his target. We conducted a similar Monte Carlo experiment
to evaluate the attacker’s area of influence according to its speed, fixing the delivery area’s
position and its distance to the target. We compared the estimated influence area with a
simplified theoretical one consisting of a disk 𝒟 centered on the delivery area, with a radius

𝑅 =
𝑣𝑚𝑎𝑥
𝑎

𝑣𝑡
𝑑𝐷1 the distance between the target and the delivery area weighted by the ratio

between the maximum speed of the attacker and the speed of the target. Figure 5 shows the
estimated areas for the three agents. The agents 𝐴600 and 𝐴1000 almost always succeed in
hijacking the target in the theoretical influence area. Their estimated area is even slightly
larger than the theoretical one. Conversely, agent 𝐴300 almost never succeeds in intercepting
the target, even in theoretically favorable situations. This reveals that the ratio between the
speeds of the attacker and his target does not only impact the attacker’s surface of influence.
When the attacker’s maximum speed is lower than the target’s, the agent cannot influence the
trajectory sufficiently. We demonstrate the need for the attacker to be able to fly faster than his
target by looking at an example of a successful hijacking on the agent 𝐴600. Figure 6 shows the
trajectory of the attacker and its speed variations during a successful attack. For this example,
the agent first heads with maximum speed towards the target to penetrate its close vicinity.
In this example, the agent first heads towards the target at maximum speed to penetrate its
immediate vicinity. In a second time, he approaches his target’s speed to be able to divert it
with more precision. We can then observe through some peaks that the agent sometimes needs
to suddenly increase its speed above 400ft/s to keep control over the target. Figure 7 shows an
example of attempt of hijacking when the attackers are in the close vicinity of the target. The
fastest agent 𝐴1000 smoothly divert the target towards the interception area while the 𝐴600

agent succeeds in his attack in a less straightforward fashion. The 𝐴300 agent fails in diverting
the target. It is easily outpaced by the target which avoids it before resuming its trajectory
towards the delivery zone.
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Figure 7: Examples of hijacking attempt trajectories when the attacker is in the close vicinity of the
target. Left: 𝐴1000. Middle: 𝐴600. Right: 𝐴1000.

Figure 8: Pairs of scenarios (𝐼𝑡, 𝐷2) leading to a poor success rate for agent 𝐴1000. Left: clusters of
scenarios where target’s initial positions are too close to the delivery area. Right: clusters of scenarios
where the delivery area is in between 𝐼𝑡 and 𝐷2.

Impact of the geometry. With speed much higher than the target, the agent 𝐴1000 almost
systematically succeeds in the interception. We can distinguish two cases where the hijacking
does not succeed despite the speed difference. Figure 8 shows examples of these situations. The
first group consists of situations where the target is already too close to the delivery area and
where the agent cannot interact quickly enough with the target. The second group involves
situations where the delivery area is located between the target and the interception zone. It
may happen, in these situations, that the policy learned by the attacker does not succeed in
deviating the target’s trajectory enough to prevent it from reaching the delivery zone. We
believe that fine-tuning the reward function would improve the agent’s performance in these
situations. Since our goal is to demonstrate the feasibility of the attack and not to obtain a
better score, we consider the search for the best policy outside the scope of this work.
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6. Conclusion

This work highlights a security flaw in automatic collision avoidance systems designed to equip
future unmanned aerial vehicles. Through the example of a delivery drone equipped with the
ACAS-Xu avoidance system, we demonstrate the possibility of diverting it from its trajectory to
an interception zone using an agent trained with Reinforcement Learning. Although we made
simplifying assumptions in modeling the problem (a single avoidance system on a horizontal
plan), we believe that our method would generalize to other configurations with additional
degrees of freedom. Our contribution is not limited to a new hacking method. We believe that
it demonstrates the effectiveness of Reinforcement Learning in finding security holes for these
autonomous systems, and thus opens the door to future certification processes based on RL
adaptive stress testing. Since these subjects are essential for accepting and developing future
autonomous vehicles, we make our simulator available to the community. In a future work, we
consider training both agents with Reinforcement Learning in a zero-sum two-player game (as
in [21, 22]) to produce collision avoidance policies robust to malicious attacks.
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