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Abstract
In this paper, we jointly use a Transductive Ensemble Learning with a Graph Convolutional Network to
perform a task of Speech Emotion Recognition (SER). Additionally, we propose solving this task using
ensemble learning methods with simple base classifiers such as Multilayer Perceptrons and k-Nearest
Neighborhood. We extracted features using Wav2Vec and prosodic. The performance reaches 0.5248 in
macro F1-score in the SER PROPOR 2022 dataset.
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1. Introduction

The speech can express more than words; it can express feelings. With this objective in mind,
we would like to identify sentiment, intention, opinion, genre, and humor using audio and
language features [1, 2].

Discover the feeling present in the audio content is known as Speech Emotion Recognition
(SER). Among the most known dataset for this task, the Portuguese are not among them. For
this reason, the Internation Conference on the Computer Processing of Portuguese (PROPOR
2022) proposed a workshop to bring new researchers and enthusiasts to processing speech in
Portuguese. One of the challenges of this conference is the SER for Portuguese.

Traditional methods of machine learning and deep learning techniques employ several
solutions for SER with strong performances [3]. Ensemble methods are applied to this task,
too, and improve the results for the base classifiers [3]. We use a method with a transductive
ensemble learning to predict new labels with several outputs from base classifiers to capture the
best characteristic from each method. Our method shows competitive results when compared
with the baselines.

2. Methodology

The following sections describe the techniques of Ensemble Learning and Graph Neural Network.
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All of them were inserted in our method Transductive Ensemble Learning with Graph Neural
Network. After these techniques section, we introduced our proposal.

2.1. Ensemble Learning

An ensemble combines multiple base classifiers to obtain final predictions. A simple ensemble
can be obtained performing majority voting or weighting the voting from base classifiers.
Another type of ensemble is the technique that includes label ranking in the process of voting
rules [4]. More advanced techniques focus on training metamodels from the output of the
classifiers together with the training set.

In general, the combination of the base classifiers is a crucial step and is a non-trivial process
in the presence of several base classifiers. It is common in the usage of ensemble methods to
perform neural machine translation (NMT) [5, 6].

2.2. Graph Neural Network

Neural Networks with support for graph representation are known as Graph Neural Network
(GNN). Originally proposed by [7, 8] in a recurrent neural network style. The insertion of
a graph is helpful in other types of Artificial Neural Networks to perform similar tasks. An
example of GCN usage for text classification tasks is the Text GCN; this method gets the corpus
and builds a graph with word co-occurrence and documents word relation to categorize them.
Besides, no word embeddings or external knowledge outperforms the state-of-the-art [9].

Node classification is another way to work with graphs and neural networks. This idea
introduced by [10] with DCNNs (Diffusion-convolutional neural networks) shows interesting
results. The work of [11] uses GCN to realize node classification in the semi-supervised way
of training and outperforms several similar methods. A simplifying GCN (SGCN) published
by [12] explore the power of the GCN to scale and do not negatively impact the accuracy, and
SGCN was better 100 times against the FastGCN [13].

2.3. Transductive Ensemble Learning with Graph Convolution Netword

In this work, we propose Ensemble Learning with Transductive Learning for SER problem.
Transductive learning [14] is similar to semi-supervised learning, but it considers a search space
of hypothesis where all testing data is known beforehand. Our proposal of ensemble learning
runs over a Graph Convolutional Network (GCN). We configure a graph with the training set
that carries the relation between samples, labels, and models.

In a GCN, we build the graph that connects all data samples with all the labels for the
respective models of classifiers. Figure 1 shows the representation of this bipartite graph. One
set of bipartite nodes represents the samples. The 𝑡𝑟_0 is a node representing the first example
in the training dataset, and nodes below until 𝑡𝑟_𝑖 are the 𝑖 − 𝑡ℎ last one in the training set. These
nodes receive a label from training. The 𝑡𝑒_0 is a node for the first sample in the testing set. The
following nodes till 𝑡𝑒_𝑗 belong to the 𝑗 − 𝑡ℎ example in the test dataset. We set nodes from the
testing set with an invalid label not used in the training set.

The model nodes are another set of bipartite nodes. The nodes 𝑚1𝑐0, 𝑚1𝑐1 e 𝑚1𝑐2, represent
the model 1 for each valid label, and this setting repeat for the others model nodes 𝑚2𝑐0 until



Figure 1: The input graph for GCN.

the 𝑚𝑘𝑐2, the 𝑘 − 𝑡ℎ model. The edges between model and samples nodes are the probability of
the output from models to respective samples.

The representation of the Graph Convolution Network is an adjacency matrix. Rows and
columns represent nodes of the graph. If a node has a connection, the value in the matrix cell
represents the probability that the node of instance belongs to the node class. The matrix of
adjacency is normalized and becomes a piece of the function of propagation of data [11]:

𝐻 [𝑖+1] = 𝜎(𝑊 [𝑖]𝐻 [𝑖]𝐴∗) (1)

where 𝐻 [𝑖] is the vector of input features to layer 𝑖, 𝑊 is the weights of layer 𝑖 of the GCN,
𝜎 is the activation function, and 𝐴∗ is the normalized adjacency matrix. From the adjacency
matrix is extracted the identity matrix that is used as network input.

The Figure 2 shows a diagram of a GCN with 4 layers, with respective sizes 512, 256, 128 and
𝑐 + 1, where 𝑐 is the number of classes. Note that the adjacency matrix is shared with all layers.
The network has 𝑐 + 1 outputs, 𝑐 are for the class of the problem, and one more for the nodes
that do not have a class. The proposal avoids examples without defined classes using masks to
not participate in the CNN backpropagation algorithm.

The following steps of the algorithm are the same as the CNN. The problem is a classification
with the CNN, where it propagates labels from training set to unlabeled set. The training uses
the function and applies it to the backpropagation to adjust the weights with the respective
derivatives.

3. Results

We used the dataset available by the competition for the SER task for the experiments. They
are audios from the dataset called CORAA (Corpus of Annotated Audios). The distribution of
examples and classes is shown in Table 1. We used two types of audio features as input to the
base models. Both types were made available by the competition. The first type is the Wav2Vec,
an unsupervised pre-training model for speech recognition [15]. The second is prosodic, which



Figure 2: Representation of a GCN.

extracts features from the intonations and energy curves of audios [16]. The base models chosen
for this task are:

• Multilayer Perceptron (MLP): is an artificial neural network with few layers. It is a
supervised learner, able to build a universal function to approximate [17, 18].

• k-Nearest Neighborhood (kNN): a classifier that performs the predictions based on
voting across the metric of distance between train and test samples [19].

Classes Training set Testing set
neutral 491 -
non-neutral-female 89 -
non-neutral-male 45 -
Total 625 308

Table 1
Distribution of dataset

Table 2 shows the name, parameters, features, and performance of models adopted by ensem-
ble learning. To choose the parameters, we run cross-validation to get the best performance
for each model. The best model for the training set was the MLP with Wav2Vec features; this
model was employed as the baseline Wav2Vec in the competition.

Table 3 presents the performance final of the Transductive Ensemble Learning with GCN. To
compare the results, we added the baselineWav2Vec and prosodic given by the competition. The
test set is closed, and we can not submit more than three sets of predictions. So, the experiments
were split with a small validation set to analyze the performance of models. The best parameter
for these experiments with a small validation set was a learning rate with 0.001, for epochs



Name parameters features F1-score macro with
cross-validation with train set

MLP activation=logistic, iterations=3000 Wav2Vec 0.5544
MLP activation=tanh, iterations=3000 Wav2Vec 0.5553
MLP activation=relu, iterations=3000 Wav2Vec 0.5418
kNN k=1 Wav2Vec 0.5258
kNN k=3 Wav2Vec 0.4474
MLP activation=logistic, iterations=3000 prosodic 0.5371
MLP activation=tanh, iterations=3000 prosodic 0.5088
MLP activation=relu, iterations=3000 prosodic 0.4873
kNN k=1 prosodic 0.4523
kNN k=3 prosodic 0.4635

Table 2
Metrics for base classifiers.

equal to 1000 steps, and layers with size 512, 256, 128 e 4 number of neurons from beginning to
the end of GCN. A graphical representation is shown in Figure 2.

Method
Size of
training set

Size of
validation set

Accuracy on
validation set

F1-score macro
on validation set

F1-score macro
on real test set

Transductive Ensemble Learning with GCN 615 10 0.8000 0.2962 0.5248
Transductive Ensemble Learning with GCN 500 125 0.7952 0.4532 -
Transductive Ensemble Learning with GCN 625 0 - - -
Baseline Wav2Vec 625 0 - - 0.5356
Baseline prosodic 625 0 - - 0.5335

Table 3
Show the metrics for the method of Transductive Ensemble Learning with GCN.

4. Conclusion

The Transductive Ensemble Learning with GCN is a competitive method for the task of SER.
The results do not exceed baseline metrics of Wav2Vec or prosodic, but we do not use any
new feature for the network. We plan to use features from other models with fine-tuning for
this dataset for future works. Apply new features into nodes as a piece of the learning data
to improve the results of the method. We can combine other models of neural networks with
attention mechanism.
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