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Abstract  
The ImageCLEFmedical Caption task, concept detection goal, was to detect relevant concepts 

in a large corpus of medical images. For this task, a subset of the extended Radiology Objects 

in COntext (ROCO) dataset was provided. We utilized 2 approaches to classify images: 

hashing similarities and convolutional neural networks. Hashing similarity was able to detect 

duplicate images in the dataset, but did poorly in classifying images. Neural networks did better 

in classifying images, but our model had problems with low frequency concepts. 
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1 Introduction 

ImageCLEF [1] is part of the Conference and Labs of the Evaluation Forum (CLEF) since 2003 and 

ImageCLEF has included medical tasks every year since 2004. Since 2017 it has a Caption Task [2]. 

Interpreting and classifying medical images such as radiology images is a time-consuming task that 

involves highly trained experts. Manual labeling images to input in machine learning pipeline is often 

a slow and expensive process. There is a considerable need for methods that can automatically label 

medical images. This year concept detection task was to detect relevant concepts in a large corpus of 

medical image. The images were labeled with concepts generated using a reduced subset of the UMLS 

2020 AB release.  

2 Methods 

2.1 Data 

The dataset provided for this task was a subset of the extended Radiology Objects in COntext 

(ROCO) dataset [1], without imaging modality information. The dataset originates from biomedical 

articles of the PMC OpenAccess subset. It included 83,275 radiology images in the training set, 7,645 

radiology images in validation set and 7,601 radiology images in the test set. The images in the training 

and validation dataset were accompanied by UMLS concepts extracted from the original image 

captions. 

2.2 Equipment 

We used a workstation with 2 Nvidia 24 GB (Titan RTX and Quadra 6000) video cards, 128 GB 

RAM, and a 2 TB solid state drive. 
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2.3 Hashing 

The ImageHash hashing library [4] written in Python was used for hashing images, of the available 

hashing algorithms provided by the ImageHash library, the following 4 were utilized:  

• average hashing (aHash) 

• perception hashing (pHash) 

• difference hashing (dHash) 

• wavelet hashing (wHash) 

Results of each hashing algorithm were combined and similarities among all image pairs were 

calculated [5].  

2.4 Neural Network 

Fastai library [6] was used for multilabel classification. Each model was trained for 15 epochs, using 

an image size of 384, batch size of 16, gradient accumulation of four, and learning rate in the range of 

0.1 and 0.001. Pretrained Resnet [7] and Densenet [8] architectures were tested and based on results on 

the validation data set, best models were chosen and ensembled for final submission. The outputs of the 

best models were the average of the probabilities that each concept was a label for the image. The label 

was considered present if the average probability was greater than 0.5. 

3 Results 

3.1 Exploratory Data Analysis 

8374 different concepts were used to label the 83,275 images in the training dataset. The most 

common concept, CUIS CU0040405 was used 25989 times, while the list commonly used concept 

CUIS C0004760 was used only twice. The top 25 concept account for one third of the labels Figure 1.  

 

Figure 1 

 
Figure 1. Cumulative frequency of concepts.  
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The number of concepts assigned to each image varied from 1 to 50, with most images being 

assigned 3 concepts. 

 

Figure 2 

 
 

Figure 2: Histogram of number of concepts assigned to each image in the validation and training set 
combined. 

 

3.2 Hashing 

Using hashing similarities [5] greater than 96%, 275 duplicate images were present in the training 

dataset, 16 duplicate images were present in the validation dataset. Of the 191 images duplicated in the 

train or validation dataset, 222 had different concepts or captions assigned. 196 images of the test set 

were present in either the train or validation set. We made several attempted to use hashing similarities 

to label the validation images. We assign concepts to the validation images using variable thresholds of 

similarities between 0.5 and 0.9 and using concepts in common in the images above the similarity 

threshold. We also used concept from the 1, 3 or 5 most similar images in the training set, when 3 or 5 

most similar images were used, we used 2 strategies to combine the results, we assigned the concept to 

validation images either if it was present in any image or if it was present in the majority of the images. 

Despite these multiple strategies, the F1 on the validation set were all below 0.16 and these attempts 

were not submitted to the competition.  

3.3 Neural Network 

Resnet 18, Resnet 34, Resnet 50, Resnet 101, Resnet 152, Resnet 201, Densenet 121, Densenet 161, 

Densenet 169 were used, based on validation results, predictions from Resnet 101, Densenet 161 and 

Densenet 169 were ensembled. For the final submission, the concepts of the validation or training 

dataset with a similarity greater than 0.96 were used as labels of the test images, instead of the concepts 

derived by the ensemble of the neural networks.  Our single submission achieved F1 Score of 0.307932 
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and Secondary F1 score of 0.552432. Review of the submission classification demonstrated that only 

top 10 concepts were recognized by our neural network.  

4 Discussion/Conclusion 

Using hashing similarities, we were able to find duplicate images in the dataset but did not help in 

assign correct concepts to not identical images based on hash similarities. The dataset was very 

unbalanced, with top 25 concepts accounting for half of the labels. As we did not use any correction for 

the unbalanced data, our neural networks only learned how to recognize the most common concepts.  

5 Perspectives for Future Work 

Hashing similarities can be used to recognize duplicate images, but not images with similar concepts. 

Neural networks, without correction for imbalanced data, did well in classifying common concepts but 

did poorly on rare concepts. Strategies to correct for imbalanced data, such as enriching dataset with 

images with rare concepts or weighting more images with rare concepts during training will be 

necessary to improve concept detection. Other options include using a different neural network 

architecture, such as Siamese neural network. 
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