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Abstract
Our participation to the LeQua lab continues the sequence of experiments dedicated to minimal coding
that use the R Tidyverse packages to build reproducible source code for experiments in IR related tasks.
In this specific case, we focused on the two-dimensional interpretation of the BM25 ranking formula
that studies the distribution of documents on a two-dimensional space to study the quantification task
without any type of optimization.
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1. Introduction

The Learning to Quantify lab (LeQua) at the Conference and Labs Evaluation Forum (CLEF)
2022, is the first edition of a laboratory dedicated to the evaluation of methods for text quantifi-
cation [1]. The four subtasks available differ in the number of classes (binary or multi-class)
and in the data source for training and testing (numerical matrices or raw textual documents).

Our participation to the LeQua lab continues the sequence of experiments dedicated to
minimal coding that use the R Tidyverse1 approach to build the software for the research
setting and experimental analysis [2, 3]. In this specific case, our experiments focused on the
two-dimensional interpretation of the BM25 ranking formula that studies the distribution of
documents on a two-dimensional space to optimize the classification model [4].

Given the time constraints, we could participate only to Subtask T2A. This task focuses on the
evaluation of binary quantifiers starting from raw text. For this reason, our main contribution
with these experiments is summarized as follows:

• A study of a minimal binary quantifier based on BM25 without feature selection;
• A comparison with the QuaPy baseline w/out feature selection.

The remainder of the paper will introduce the methodology and a brief summary of the
experimental settings that we used in order to create the official run submitted for this task.
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2. Method

Our method follows the principles described by [5] where a collection of textual document is
processed through “pipelines”, a sort of organized workflow split into steps where the output
of one step is the input for the subsequent step. The R programming language has a set of
packages named Tidyverse that implements this idea of pipelines. The additional value of this
approach is that it is easily reproducible and easily readable.2

2.1. Pipeline for Importing Data

In order to preprocess the dataset of raw documents, we used the following pipeline:

1. start from raw data;
2. split text into words;3

3. transform to lowercase;
4. remove stopwords;
5. remove words with less than (or with exactly) two characters and keep only words without

any number;
6. compute tf.

The corresponding six lines of code are shown in Listing 1 while the result of these passages for
the ten most frequent words and their frequencies are shown in Listing 2.

Listing 1: Extraction of terms and term frequencies from raw data

1 raw_data %>%
2 u n n e s t _ t o k e n s ( word , t e x t ) %>%
3 mutate ( word = t o l o w e r ( word ) ) %>%
4 a n t i _ j o i n ( g e t _ s t o p w o r d s ( ) ) %>%
5 f i l t e r ( nchar ( word ) > 2 & s t r _ d e t e c t ( word , " ^ [ a−z ]+ $ " ) ) %>%
6 count ( l a b e l , doc id , word , name = " t f " )

Listing 2: Top ten term and their frequencies

1 god 46
2 o r i g i n a l 43
3 book 40
4 l u k e 36
5 ar twork 29
6 new 28
7 a c t s 27
8 krsna 25
9 k n i f e 25

10 maynard 24

2The source code of the experiments is available at: https://github.com/gmdn.
3https://www.tidytextmining.com
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2.2. Computing BM25

BM25 ranks documents according to the probability of relevance (𝑅 = 1) given a document 𝑑
and a query 𝑞, 𝑃 (𝑅 = 1|𝑑, 𝑞). This probability can be approximated by the sum of the words
𝑤𝑖 (see [6] for the derivation of the following equations):

𝑃 (𝑅 = 1|𝑑, 𝑞) ≈
∑︁

𝑡𝑖∈𝑑∩𝑞
𝑤𝑖 (1)

where

𝑤𝑖 =
𝑡𝑓𝑖

𝑡𝑓𝑖 +𝐾
· 𝑙𝑜𝑔

(︂
𝑝𝑖
𝑞𝑖

(1− 𝑞𝑖)

(1− 𝑝𝑖)

)︂
, (2)

𝑝𝑖 (or 𝑞𝑖) is the probability, estimated on the training data, that a relevant (or non-relevant)
document contains the word 𝑤𝑖 and 𝑡𝑓𝑖 is the term frequency of 𝑤𝑖 in the document 𝑑 and 𝐾 a
function of some parameters about the global statistics of the collection of documents.

In the two-dimensional representation of probabilities, we keep 𝑃 (𝑅 = 1|𝑑, 𝑞) distinct from
the probability of a document being not relevant 𝑃 (𝑅 = 0|𝑑, 𝑞).4 For the quantification task,
we will drop the variable 𝑞 and turn this model into a classification problem where a document
𝑑 is either member of a class or not (relevant or not for that class). In this way, the sum of the
terms 𝑡𝑖 (see Eq. (1)) is computed across all the terms of the document (𝑡𝑖 ∈ 𝑑).

With some algebraic manipulation — see [7] for an explanation of how these two parts can
be derived from the original BM25 formulation — we obtain the following decision function
(we hide some constant factors for a cleaner presentation):∑︁

𝑡𝑖

log

(︂
𝑝𝑖

1− 𝑝𝑖

)︂
⏟  ⏞  

𝑥

−
∑︁
𝑡𝑖

log

(︂
𝑞𝑖

1− 𝑞𝑖

)︂
⏟  ⏞  

𝑦

> 0 (3)

If the inequality is true, the document is classified in the relevant category (R = 1), otherwise it
w-ll be classified as non relevant (R = 0).

2.3. Plotting Predictions

The advantage of this BM25 reformulation is its geometric interpretation. The two sums, 𝑥 and
𝑦, can be rendered as two coordinates in a two-dimensional space.5 In Figure 1, we show the
result of the two-dimensional interpretation for the training set. Each point is a document and
the two coordinates represent the BM25 weight decomposed in the two parts [8]. Points below
the line are classified as ‘positive’ (class 1), points above the line as ‘negative’ (class 0). The
color of each point shows the true label of the document. It is possible to see some misclassified

4While it is true that 𝑃 (𝑅 = 1|𝑑, 𝑞) = 1 − 𝑃 (𝑅 = 0|𝑑, 𝑞), there are probabilistic and implementation reasons
that explain this more elaborate description [6]. In Eq. (1), the “approxiametly equal to” derives from the fact that

the documents ordered by the probability 𝑃 (𝑅 = 1|𝑑, 𝑞) are ordered in the same way by log
(︁

𝑃 (𝑅=1|𝑑,𝑞)
1−𝑃 (𝑅=1|𝑑,𝑞)

)︁
=

log
(︁

𝑃 (𝑅=1|𝑑,𝑞)
𝑃 (𝑅=0|𝑑,𝑞)

)︁
.

5In this paper, we are using 𝑥 and 𝑦 in traditional sense, i.e. coordinates of a two-dimensional Cartesian space, and
not in a Machine Learning sense where 𝑥 is the input and 𝑦 is the output that the model has to predict.



−200

−150

−100

−50

0

−200 −150 −100 −50 0
x

y

true label

0

1

Figure 1: Visualization of the training documents on the two-dimensional space. Points below the line
are classified as ‘positive’ (class 1), points above the line as ‘negative’ (class 0). The color of each point
shows the true label of the document.

points along the line (a red dot below the line or a cyan dot above it). In quantification task, it
is not important to have a perfect classifier (all the red points above the line and all the cyan
points below it), but rather to keep these misclassified points balanced: the number of false
positives should equal the number of false negatives to achieve a perfectthe prediction in terms
of proportions of the two classes.

3. Experiments

In our experiments, we run the two-dimensional BM25 and compare it with the QuaPy baseline
trained with a Logistic Regression classifier and optimized with the all the classify and counts
variants: CC, ACC, PCC, PACC.6

In the following items, we discuss our preliminary considerations about the analysis of the
results:

• The unbalancedness in the training and development sets between the classes were never

6The Python code that we run ourselves to have the QuaPy baseline will be made available together with the R
source code.



used to optof imize the probabilities the BM25.
• The number of unique terms we found is 41,905 which is almost four times the number

of unique terms found with the QuaPy baseline (12,301 in total). If we filter the terms
with document frequency greater or equal 3 (which is the default value for QuaPy) we
get a comparable number of tokens (14,179).

• The absolute error AE on the training set (an overestimation of the goodness of the
quantifier) is very small for BM25, AE = 0.0062. It is also interesting to note that the
classifier is far from being perfect (accuracy of .85) but the proportion of false positives
and false negatives is very good (348 against 379) without any optimization.

• The situation changes drastically in the development and in the test set, as shown in the
overview results provided by the organizers of the Lab. We will investigate the amount
of error due to the topic drift, change in the vocabulary, and the approach to count the
proportions (in this version, we only performed a classify and count).

• We also found that the QuaPy tfidf baseline was different from the official results. For
example, the best baseline with tfidf is PACC (we agree with this result)A the offEcial
Relative absolute error is RAE = 0.138 (AE = 0.026) while our baseline is RAE = 0.294 (AE
= 0.036), the worst tfidf baseline is PCC (while ours is CC), the official results are RAE =
1.362 (AE = 0.144) while our results are RAE = 2.615 (AE = 0.261).

4. Future Work

In the previous section, we highlighted some points that will drive our next steps. In particular,
we know that the size of the vocabulary we used was much larger than the baselines, we also
think that there is some additional feature selection that can give some additional value and
level the results between the baselines. The additional part for improving the BM25 approach
is the fact that we only used the classify and count (CC) approach which is almost the worst
among all the baselines.

At the end, even though the results were not good at all, the exercise has been very stimulating
for clarifying some steps, think about some new ideas of how to tackle the quantification
approach, and see at work the QuaPy framework which is an excellent baseline for this task.
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