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Abstract
Authorship verification is the task of determining whether or not the same author wrote two texts based
on comparing the texts. The PAN@CLEF 2022 [1] Authorship Verification challenge [2] requires solving
the task on a cross-discourse type and open-set collection of essays, emails, text messages, and business
memos. Our approach is extracting features from the text by modeling it as a graph and using a graph
neural network to identify relevant features. We use a Siamese Network Architecture because it has
shown good generalization on unseen classes in previous work related to verification tasks.
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1. Introduction

The Authorship analysis research field study the characteristics that help to define an author’s
writing style. The features can be extracted using text samples of the authors. This reseach
area includes different tasks such as authorship attribution, author profiling, author clustering,
and plagiarism detection [3]. The authorship verification task aims at determining if the same
author wrote two given texts.

To approach the authorship verification task at PAN 2022, we used a Siamese network
architecture composed of two graph convolutional neural networks, pooling, and classification
layers as introduced in [4]. We also evaluated the three strategies (short, med, and full) for
representing texts as graphs based on the relation of the Part of Speech (POS) labels and the
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co-occurrence of words. The graph representation provides structural information that can
help us distinguish writing styles independently of the discourse type. The source code of our
approach is freely available at out Github repository 1

This paper is structured as follows: Section 2 presents a brief summary of related works
on authorship analysis. Section 3 describes the dataset used for the task. Section 4 presents
the the text graph representation used to feed the Siamese network. Section 5 describes the
Graph-based Siamese network, while the experiments and the obtained results are presented in
Section 5. Section 7 presents the conclusions and future work.

2. Related work

Traditional authorship analysis relies on feature extraction to train a classification algorithm
through supervised learning or similarity measures. The extracted feature method can be at any
level of language description. The semantic level, i.e., semantic dependencies, synonyms. The
syntactic level, i.e., chunks, POS tags, sentence, and phrase structure. The character level, i.e.,
character types, character n-grams, count of special characters. The lexical level, i.e., misspelled
words, sentence length, word length, a bag of words, vocabulary richness [5].

Some of the most commonly used supervised classification algorithms used in authorship
verification analysis are discriminant analysis, support vector machines, decision trees, neural
networks, and genetic algorithms [6].

Another option that can effectively model relationships and structural information is the
mathematical construct graph representation. This representation can be possible using feature
terms as vertices and significant relations between the feature terms as edges [7]. The graph-
based approach consists of identifying relevant elements in the text, i.e., words, sentences,
paragraphs, etc., and modeling them as nodes in the graph. Then meaningful relations between
these elements are considered to be edges. Typically, the features used as nodes in the graph
are words, sentences, paragraphs, documents, and concepts. To define the edges, syntactic,
semantic relations, and statistical counts are usually used [7].

This paper highlights the importance of enriched vs. non-enriched co-occurrence graphs as
an alternative to traditional feature representation models such as vector representation [7].
There are many applications where data can be represented as a graph. While deep learning
effectively captures hidden patterns of Euclidean data, graph neural networks can help us
generalize the deep learning approach to data represented as graphs [8].

Bromley et al. [9] introduce Siamese Neural Networks (SNN) to solve the problem of signature
verification. The network architecture consists of two separate sub-networks, each acting on an
input pattern to extract features. The two sub-networks share their weights; that means that
both sub-networks must receive the features in the same way. This architecture uses the cosine
of the angle between the two feature vectors obtained by the sub-networks to assign a distance
between the compared instances. The idea is that the siamese network learns how to extract
feature vectors from the instances in a way these vectors are close if the instances are similar,
and these vectors are far if that is not the case. SNNs are generally computationally expensive
but perform better compared to other techniques when learning similarity [10].

1https://github.com/PLN-disca-iimas/AuthorshipVerification-GraphBasedSiameseNetwork
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The Siamese neural network approach has successfully solved several verification-related
tasks. We consider this method a natural and powerful way to take advantage of a graph-based
representation of texts.

3. Authorship Verification Dataset at PAN 2022

The training dataset provided by the PAN@CLEF 2022 [1] organization consists of cross-
discourse types authorship verification cases using the following discourse types (DT): essays,
emails, text messages and business memos. The corpus comprises texts of around 56 authors.
All authors have similar ages (18-22) and are native English speakers. The topic of text samples
is not restricted. At the same time, the level of formality can vary within a certain DT, the
total number of text pairs in the dataset provided by the PAN@CLEF 2022 [1], is 12,264. Each
problem is composed of two texts belonging to two different DTs.
According to PAN@CLEF 2022, the test dataset are structured similarly, but its author sets do
not overlap with the provided training dataset.

We split the dataset into training, validation, and testing to evaluate our model. We trained
our model on the training set and used the validation split to calibrate the hyperparameters.
The test set is only to achieve a reference score of the model. We did not use any samples in the
testing set to calibrate our model, so the scores obtained when we evaluated the model on this
set tells us about the model’s generalization ability.

Our splits were done using the pairs provided in the training dataset, we made these splits
author-disjoint, which is, no text in one partition has the same author as any text in a different
partition. Since we had 12,264 problems and only 56 authors, splitting the dataset in an author-
disjoint way yielded unbalanced splits, we got more positive problems than negative ones, since
the pairs with authors from different partition were removed. To balance the partitions new
instances of the same author (positive) and different authors (negative) were generated. For
this, we applied the next methodology: Let sets 𝐴 and 𝐵 be the subsets of documents from the
partition grouped by author. Positive and negative instances were obtained applying Cartesian
product 𝑃 = 𝐴×𝐴 and 𝑁 = 𝐴×𝐵 respectively. Then, we filtered pairs of the same DT, and
finally randomly selected positive and negative instances from 𝑃 and 𝑁 sets to balance the
training, validation, and test partitions.

The new dataset have a balanced proportion of true and false problems. Table 3 shows the
total number of problems and the number of problems in the positive class. In addition, the
table shows the number of texts and authors on each partition.

Split Total Positive Texts Authors
Train 15,732 7866 906 47

Validation 754 377 60 4
Test 1070 532 80 5

Table 1
Total number of problems, number of problems in the positive class, number of texts and number of
authors on our splits.



4. Modeling Texts as Graphs

Our graph representation attempts to capture the relationship between words and POS labels.
Before obtaining our graphic representation, We perform a text pre-processing consisting of
the following steps:

• Substitution of non-ASCII characters to their closest ASCII equivalent (we employed
unidecode package2).

• Tokenize and obtain the POS labels.
• Normalize to Lowercase, since some words are capitalized.

Punctuation of any kind was not removed, and non-ASCII characters were replaced to avoid
variability in these punctuation. To get the POS tags, we use a Python package called NLTK3

package which uses the PENN-Treebank POS labels [11], and then add two additional tags:
$PUNCT to mark all punctuation and $OTHER to mark any other words that the NLTK model
could not identify. In total, we decided to consider 38 labels. After this process we obtain a list
of tuples, each token with its corresponding POS label. To illustrate this process we show the
list obtained for the following text:

<nl>I am a Second year <course> student at <university>. I am interested.

[(’<nl>’,’NN’), (’i’,’PRP’), (’am’,’VBP’), (’a’,’DT’), (’second’,’JJ’),
(’year’,’NN’), (’<course>’,’FW’), (’student’,’NN’), (’at’,’IN’),
(’<university>’,’NNP’), (’.’,’$PUNCT’), (’i’,’PRP’), (’am’,’VBP’),
(’interested’,’JJ’), (’.’,’$PUNCT’)]

We build a co-occurrence graph considering that two words coexist if they appear next in the
text. We define the graph as an ordered pair 𝐺 = (𝑉,𝐸), where 𝑉 is a set of vertices composed
by (word, pos) tuples and 𝐸 is a set of weighted edges. The edge set 𝐸 ⊆ {(𝑛1, 𝑛2, 𝑤)|𝑛1, 𝑛2 ∈
𝑉, 𝑛1 ̸= 𝑛2, 𝑤 ∈ R}, where 𝑤 is the edge weight.

To change the graph’s structure and the information abstracted from the text, we create a set
of POS labels and denote it as REDUCE_LABELS. To build the graph, let P be the parsed text as
a list of tuples, l(P) the number of elements in the list, and P[i] the i-th element in the list. For
each P[i] = (word, pos) in P, we can define:

𝑀 [𝑖] =

{︂
(𝑤𝑜𝑟𝑑, 𝑝𝑜𝑠) 𝑖𝑓 𝑝𝑜𝑠 /∈ 𝑅𝐸𝐷𝑈𝐶𝐸_𝐿𝐴𝐵𝐸𝐿𝑆
(𝑝𝑜𝑠, 𝑝𝑜𝑠) 𝑖𝑓 𝑝𝑜𝑠 ∈ 𝑅𝐸𝐷𝑈𝐶𝐸_𝐿𝐴𝐵𝐸𝐿𝑆

where 𝑀 is the list defined by the tuples masked as explained. For each pair of tuples
𝑇1, 𝑇2 ∈ 𝑀 let be f (𝑇1, 𝑇2) the number of times 𝑇1 is followed by 𝑇2 in 𝑀 and let be 𝑇 =
𝑙(𝑃 )− 1 = 𝑙(𝑀)− 1 ; note that 𝑇 is the total number of times a pair of tuples co-occur in 𝑀 .

Now we can define the nodes and edges of our graph:

𝑉 = {𝑇 |𝑇 ∈ 𝑀}
2https://github.com/avian2/unidecode
3https://www.nltk.org
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Please note that 𝑀 is a list with order and 𝑉 is just the set of all tuples in 𝑀 . We want to
define an edge between any two nodes (tuples) that appear together in the list 𝑀 :

𝐸 = {(𝑇1, 𝑇2,
𝑓(𝑇1, 𝑇2)

𝑇
|𝑇1, 𝑇2 ∈ 𝑀 ∧ 𝑓(𝑇1, 𝑇2) > 0}

This structure identifies all tuples with a specific label in the REDUCE_LABELS set as a single
node. In our experiments, we evaluated graphs generated with different REDUCE_LABELS sets.
From now we will denominate 𝑠ℎ𝑜𝑟𝑡 𝑔𝑟𝑎𝑝ℎ to the graph generated using the set of all possible
POS labels as REDUCE_LABELS, 𝑓𝑢𝑙𝑙 𝑔𝑟𝑎𝑝ℎ to the graph generated using REDUCE_LABELS
= ∅ and we will denominate 𝑚𝑒𝑑 𝑔𝑟𝑎𝑝ℎ to the graph generated using the following set of
REDUCE_LABELS:

REDUCE_LABELS = [ ‘JJ’, ‘JJR’, ‘JJS’, #Adjectives
‘NN’, ‘NNS’, ‘NNP’, ‘NNPS’, #Nouns
‘RB’, ‘RBR’, ‘RBS’, #Adverbs
‘VB’, ‘VBD’, ‘VBG’, #Verbs

‘VBN’, ‘VBP’, ‘VBZ’, #Verbs
‘CD’, #Cardinal numbers
‘FW’, #Foreign words
‘LS’, #List item marker

‘SYM’, #Symbols
‘$OTHER’, # Others]

The 𝑚𝑒𝑑 graph and the 𝑠ℎ𝑜𝑟𝑡 graph are showed in (Figure 2) and (Figure 1) respectively.
To clarify the construction process, (Figure 3) illustrates the construction with empty RE-
DUCE_LABLES set.



Figure 1: (a) Short graph.

Figure 2: (b) Med graph.



Figure 3: (c) Co-ocurrence graph , equivalent to the graph generated with the empty REDUCE LABELS
set.

To input our graph to a neural network, we need to encode each node into a vector. To that
end, we use a one-hot encoding representation with respect to the 38 possible POS tags used.
There exist references where a deep learning model training over POS embeddings instead of
word embeddings obtain better results for an authorship analysis task [12]. Furthermore, the
use of low-dimensional POS embeddings to represent nodes allows to reduce the computational
cost of the model.

5. Graph-based Siamese Network (GBSN)

To approach the authorship verification task, we use a Siamese network architecture [9] in-
cluding a component to transform texts as co-occurrence graphs. Our Graph-based Siamese
network (Figure 4) comprises two identical feature extraction components with shared weights,
a reduction step, and a classification network.

The feature extraction component aims to extract features that represent the author’s style



Figure 4: GBSN base architecture

on the graph representation of the texts. Each feature extraction component receives a text,
transforms it into a graph, and returns a vector representation of this graph. The feature
extraction component has three parts: graph representation, node embedding layers, and global
pooling.

In our architecture, a node embedding layer comprises a graph convolutional layer, followed
by a batch normalization layer and a ReLU (Rectified linear activation function). We will call
conv_type to the parameter identifying the graph convolutional layer type and L to the parameter
specifying the amount of node embedding layers used by the architecture.

The first node embedding layer takes a graph with an initial feature vector in each node as
input. Each initial node vector has dimension 38 because this vector is a one-hot representation
of the POS label of the node. The output of each node embedding layer is the same graph
structure with new feature vectors in each node; the dimension of the vectors obtained can be
defined in the same way we define the channels used in a traditional convolutional layer. Our
architecture obtains vectors of dimension 64 in each convolutional layer.

For the conv_type parameter, we use the proposed convolutional layers to learn features
from nodes that also consider the edge weights in their formulation. All the selected layers
are implemented with PyTorch-geometric (https://pytorch-geometric.readthedocs.io/en/latest/,
accessed on 21 Jun 2022) with the default parameters are explicitly described here:

• GraphConv: A basic implementation of the graph neural network model described by
Morris et al. [13]

• LEConv: Originally proposed by Ranjan et al. [14] to select relevant clusters in a graph, the
authors prove that it is more expressive than other layers such as the Graph Convolutional
Network layer as defined by Kipf and Welling [15] and affirm it can consider both local
and global importance of nodes.

https://pytorch-geometric.readthedocs.io/en/latest/


• TAGConv: The Topology Adaptive Graph Convolutional network proposed by Du et
al. [16]. This layer is defined in a way that in just one layer it can see the information of
not just consecutive nodes but nodes at distance K. We performed our experiments with
the default K = 3.

We need a pooling layer to obtain a single vector representation for the whole graph.
Our model uses a global attention layer for the pooling [17]. As shown in (Figure 5), this

layer takes the final output of the node feature extraction component as its input, i.e., a graph
with the vector embedding in each node. The final vector makes a weighted sum of each node
vector with a coefficient obtained by doing attention over these same vectors. The formulation
is:

𝑟 =
∑︁
𝑛∈𝑉

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(ℎ(𝑥𝑛)) · 𝑥𝑛

where 𝑉 is the set of all nodes in the graphs, and ℎ is a fully connected neural network
with a single scalar as output. This fully connected neural network has ReLU (Rectified linear
activation function) activation, 32 neurons in each hidden layer, and 𝐿𝑝𝑜𝑜𝑙 total layers. The final
output of each feature extraction component is a vector with dimension 64.

Figure 5: Global Attention Pooling layer.

For the reduction step, we compute the absolute value of the difference between the output
of each feature extraction component for each document to be verified. The resulting vector is
passed to a final classification network. The classification network is a fully connected network
with ReLU (Rectified linear activation function) activation, 64 neurons in each hidden layer,
𝐿𝑐𝑙𝑎𝑠𝑠 total layers, and a final sigmoid function.

Our model returns a single value in the interval [0, 1] that can be interpreted as a measure of
how much the two submitted texts are alike, i.e., can be described as the "pseudo-probability"
for a same-author text pair. An output close to 1 tells us that the model finds both texts to be
from the same author.



6. Results

We trained the network using the binary cross-entropy loss function for all our experiments.
The train split pairs are introduced to the model in shuffled order in each epoch. To measure the
performance of all models, we use five metrics: Area Under the Receiver Operating Characteristic
curve Curve (AUC ROC), F1 score, Brier score [18], F0.5u score [19], and C@1 score [20]. For
simplicity, in the results tables, we present the average of these five scores

We trained the neural network with a fixed number of epochs (100 or less) and saved the
model that achieved the lowest loss in the validation split as our best model. We report the
score of the best model in the test split. The scores reported are the average of three distinct
runs over the same architecture. We did all our experiments with a batch size of 256 and a
learning rate of 0.001.

In Table 6, we show the average score obtained when using 2, 4, 6, and 8 layers (L columns)
of each graph convolutional type (Type column), all these experiments were made with 𝐿𝑝𝑜𝑜𝑙 =
2, 𝐿𝑐𝑙𝑎𝑠𝑠 = 2, and a batch size of 256. The experiments were performed independently with the
three graph representations (Graph column).

Type Graph L=2 L=4 L=6 L=8

LEConv
Short 60.01 58.8 58.34 58.02
Med 56.12 55.3 55.07 55.32
Full 59.98 59.23 58.03 58.86

GraphConv
Short 59.04 58.28 57.72 57.89
Med 56.31 55.76 56.44 56.02
Full 59.06 59.30 58.94 58.62

TAGConv
Short 59.75 58.01 58.41 58.03
Med 56.39 55.2 55.76 55.08
Full 58.45 58.88 58.7 58.12

Table 2
Varying L and type.

We varied the number of layers used for the global pooling (𝐿𝑝𝑜𝑜𝑙) and the number of layers
used in classification (𝐿𝑐𝑙𝑎𝑠𝑠). Table 6 shows the scores for the models using 2 and 4 layers
of the LEConv graph convolutional layer and for the model using 2 layers of the TAGConv
graph convolutional layer. Each row shows the number of pooling layers (𝐿𝑝𝑜𝑜𝑙), the graph
representation used, and the columns that correspond to the number of classification layers
(𝐿𝑐𝑙𝑎𝑠𝑠).

Table 6 shows the comparative performance of the different configurations. Each row shows
the average of the five proposed scores in a model. The first row shows the scores of our
submitted model and corresponds to a base architecture model using only the short graph
component for feature extraction. The second row corresponds to a base architecture model
using only the med graph component. The third row corresponds to a base architecture model
using only the full graph component. Finally, our submission was scored on the test dataset of
the PAN 2022 Authorship Verification task [2].



TAGConv, L = 2 LEConv, L = 2 LEConv, L = 4

𝐿𝑐𝑙𝑎𝑠𝑠 𝐿𝑐𝑙𝑎𝑠𝑠 𝐿𝑐𝑙𝑎𝑠𝑠

𝐿𝑝𝑜𝑜𝑙 Graph 2 4 2 4 2 4

2
Short 58.09 58.32 60.09 58.32 59.01 58.98
Med 56.02 55.96 56.34 56.07 55.32 55.77
Full 59.43 59.26 59.79 59.32 59.04 58.30

4
Short 59.32 58.2 59.73 59.02 58.34 58.09
Med 55.94 55.04 56.89 56.81 55.70 55.72
Full 58.32 58.98 59.09 59.34 58.91 58.3

6
Short 59.12 58.38 58.34 58.91 58.10 58.07
Med 55.07 55.10 55.51 55.47 55.72 55.58
Full 58.22 58.81 58.01 58.89 58.73 58.87

Table 3
Experiments when varying 𝐿𝑝𝑜𝑜𝑙, 𝐿𝑐𝑙𝑎𝑠𝑠.

Dataset
1070 problems

Short graph component 60.09
Med graph component 56.36
full graph component 59.98

Table 4
Average of performance metrics AUC, F1, c@1, F0.5u and Brier, of the Graph-based Siamese Network
(GBSN) with single feature extraction components in our test split dataset

7. Conclusions

This paper presents our Graph-based Siamese Network approach for the authorship verification
task at PAN 2022 [2]. In the initial experiments, we tried different convolutional and pooling
graph layers configurations, but we observed that the model got overfitted fast in the loss
function graph.

After some experiments, we noticed that a superficial convolutional and pooling graph
layer delivered better performance. Still, we understand we can modify the dataset or the
configuration of the layers in the model to obtain better performance in future work.

We slightly modified the training dataset since we lacked problems to use in the design stages.
The model was trained using 15,732 problems which is too limited for learning a classification
model with deep learning.
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