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Abstract
In this work we propose a novel ensemble model based on deep learning and non-deep learning classifiers.
The proposed model was developed by our team for participating at the Profiling Irony and Stereotype
Spreaders (ISSs) task hosted at PAN@CLEF2022. Our ensemble (named T100), include a Logistic Regressor
(LR) that classifies an author as ISS or not (nISS) considering the predictions provided by a first stage
of classifiers. All these classifiers are able to reach state-of-the-art results on several text classification
tasks. These classifiers (namely, the voters) are a Convolutional Neural Network (CNN), a Support Vector
Machine (SVM), a Decision Tree (DT) and a Naive Bayes (NB) classifier. The voters are trained on the
provided dataset and then generate predictions on the training set. Finally, the LR is trained on the
predictions made by the voters. For the simulation phase the LR considers the predictions of the voters
on the unlabelled test set to provide its final prediction on each sample. To develop and test our model
we used a 5-fold cross validation on the labelled training set. Over the five validation splits, the proposed
model achieves a maximum accuracy of 0.9342 and an average accuracy of 0.9158. As announced by the
task organizers, the trained model presented here is able to reach an accuracy of 0.9444 on the unlabelled
test set provided for the task.
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1. Introduction

The task proposed at PAN@CLEF2022 [1] was about Profiling Irony and Stereotype Spreaders
(ISSs) on Twitter [2]. The task was to investigate whether or not an author of a Twitter feed is
likely to spread tweets containing irony and stereotypes. The organizers provided a labelled
English dataset, consisting of 420 authors. In the dataset, each sample represents a single
author’s feed. For each author a set of 200 tweets is provided. The unlabelled test set provided
consists of 180 samples. The model we used to compete for the task consists of a Logistic
Regressor (LR) that get as input the predictions provided by a first stage of classifiers (named
the voters). The voters are a Convolutional Neural Network (CNN), a Support Vector Machine
(SVM), a Naive Bayes classifier (NB) and a Decision Tree (DT).
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Our paper is organized as follows. In Section 2 related works about deep and non-deep
methods for text classification are presented. In Section 3 we describe our model (T100),
including the training and the simulation steps. In Section 4 we discuss the experimental
evaluation of our model, reporting the results of our tests on the 5-fold cross validation and on
the test set. In Section 5 we propose future works and conclude the paper.

2. Related work

Recent approaches to the detection of stereotypes are proposed in [3, 4] while some interesting
methods and discussions about irony detection are proposed in [5, 6]. However, to build up our
model we investigated the best performing models participating at the shared tasks organized
by PAN. Specifically, we looked at the last year author profiling task hosted at PAN@CLEF
2021, where the best performing model consisted of a shallow CNN presented in [7]. A previous
edition of the author profiling task is discussed in [8], where the goal is to identify authors
prone to spread fake news based on their last 100 tweets. The winners at the shared task were
[9] and [10]. Their models obtained an overall accuracy of 0.77 on the provided test set. The
approaches used by the winners are based on an SVM and n-grams and on an ensemble of
different machine learning models.

Furthermore, we looked at common several state-of-the-art models on text classification
tasks. It is worth reporting a significant increase in the use of Explainable Artificial Intelligence
(XAI) methods in place of black box-based approaches. A few of these methods are based on
graphs and used in real-world applications such as text classification [11], traffic prediction
[12], computer vision [13] and social networking [14]. In [15] authors comparatively evaluate
common machine learning algorithms (i.e., SVM, Naive Bayes, Logistic Regression and Recurrent
Neural Networks (RNN)). On the dataset used, experimental results show that SVM and Naive
Bayes outperform other methods. They do not report evaluation of CNN nor deep learning-
based models in addition to the RNN. In another relevant comparative study [16], authors
evaluate seven machine learning models on three different datasets. The models used are
based on Random Forest, SVM, Gaussian Naive Bayes, AdaBoost, KNN, Multi-Layer Perceptron
and Gradient Boosting Algorithm. In terms of accuracy and F1 score, the Gradient Boosting
Algorithm outperforms the other tested models. However, also in this study, further experiments
on deep models are missing.

In [17] the authors extend the CoAID dataset [18] to address the task of automatic detection of
fake news spreaders of COVID-19 news. The authors present a stacked and Transformer-based
neural network that combines the Transformer capabilities of computing sentence embeddings
with a deep learning model. In [19], the authors use psycholinguistic and linguistic features
as input to a CNN to profile fake news spreaders. The experimental results show that their
proposed model is effective in classifying a user as a fake news spreader. The authors compare
their results on a dataset specifically built for their task. However, the only Transformer tested
is BERT and deep models performance is not widely explored. In addition, their proposed model
is tested in [20] (where the PAN@CLEF2020 dataset is used) reporting poor results. Specifically,
the model tested reaches a binary accuracy of 0.52 and of 0.51 on the English and Spanish
dataset, respectively. In the same work [20], authors propose a new model that uses personality



information and visual features, outperforming the two winning models at PAN@CLEF2020 on
both languages.

In the work conducted in [21], authors propose a CNN for the task of sentiment classification.
Through experiments with three well-known datasets, authors show that employing consecutive
convolutional layers is effective in classifying long texts.

Finally, the survey in [22] provides a brief overview of several text classification algorithms.
This overview covers different text features extraction techniques, dimensionality reduction
methods, existing algorithms and techniques, and evaluation methods.

Given the performances reached in a similar text classification task [23] and, as discussed in
[24, 25], assuming that deep AI models are actually able to outperform classic techniques used
in the field of natural language processing, we decided to include a deep learning-based model
(i.e., a CNN) in our novel architecture.

The various and heterogeneous results of any of the state-of-the-art model discussed above,
lead our team to develop an ensemble model able to classify a sample based on the predictions
provided by a first stage of classifiers.

3. The proposed model: T100

The model proposed and described in this section is named T100. This name is motivated by
the modern classic class of motorcycles produced by the UK-owned manufacturer1. In fact, T100
consists of both modern and classic elements to perform its task2. T100 include an LR model
trained on the predictions provided by a first stage of classifiers. Details about the training
phase of T100 are provided in the following subsection.

As a first step we preprocess each sample in our dataset to remove information common to
all samples. More specifically we remove the tag CDATA before each tweet of any author’s feed.
Then we remove the starting tag <documents> opening each sample. Finally we remove the
opening and closing tag <author lang="en">. Finally we lowercase all the text. The resulting text
is then vectorized using the Keras Text Vectorization layer3. The preprocessing discussed above
is performed by the text vectorization layer. Therefore, the text vectorization layer performs
the following operations:

1. Preprocess the text of each sample
2. Split the text in each preprocessed sample into words (at each space character)
3. Recombine words into tokens (ngrams)
4. Index tokens (associate a unique int value with each token)
5. Transform each sample using this index, into a vector of ints.

While the vectorized text is provided as-is to the word embedding layer inside the CNN, another
step is performed for other voters. The vectorized text is translated into a Bag-of-Words (BoW)
representation and provided as input to the other voters (i.e., NB, SVM and DT).

1https://www.triumphmotorcycles.co.uk/
2...that is text classification, not yet able to run at 100 MPH. Not yet...
3https://www.tensorflow.org/api_docs/python/tf/keras/layers/TextVectorization
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Figure 1: The overall architecture of T100. The sample x𝑖 is the Twitter feed of the i-th author. The
shallow CNN used in this work is built as discussed in [7]. Other classifiers are included into the
scikit-learn package. LR uses the predictions provided by the voters to predict the label y𝑖 corresponding
to the input sample x𝑖.

It is worth noting that the outputs from the first stage of classifiers have different meanings.
In fact, the CNN outputs a float value in the range (-∞,+∞), while other classifiers output the
probability that a given sample is an ISS. In the case of the CNN the threshold value is set equal
to 0, therefore any negative value corresponds to a nISS while a positive one corresponds to an
ISS.

The CNN network is implemented accordingly to the work discussed in [7] and in [23]. The
network consists of a word embedding layer followed by a convolutional layer, an average
pooling layer, a global average pooling layer and a single dense unit as output. The other voters
are implemented using the scikit-learn packages4.

At a very first implementation we tried to normalize each voter’s output. Specifically we
performed several experiments; as an instance, using the normalization techniques discussed in
[26, 27]. However we discovered that keeping the original output range from each voter notably
increases the performance of T100. So we lastly did not make use of any kind of normalization
technique for any voter’s output.

3.1. Model training

In this subsection we describe the training and the simulation phase of our novel architecture.
The training of our model is based on a 5-fold strategy. As a first step we train each voter

4https://scikit-learn.org/stable/

https://scikit-learn.org/stable/


using the k-training fold. Then we let each voter predicts on the corresponding k-validation
fold. Then we merge the five sets of predictions on the validation folds. In such a way, a new
predictions dataset is generated. In this new generated predictions dataset, samples consist of
voter’s predictions and of the original corresponding label (i.e., nISS or ISS) of the input sample.
This new predictions dataset is used to train the LR.

After the training phase, the simulation phase is performed as follows. Using the official test
set, we provide the unlabelled samples to the voters. Predictions of the voters are provided
as input to the LR, then we collect and submit the final predictions made by the LR. This last
prediction phase is depicted in Figure 1.

4. Experimental evaluation

Our model, developed in TensorFlow, is publicly available as a Jupyter Notebook on GitHub5.
The architecture of the CNN-based model used in our work is very similar to the one discussed
in [7]. It is a shallow CNN compiled with a binary cross entropy loss function; this function
calculates loss with respect to two classes (i.e., 0 and 1). Optimization is performed with an
Adamic optimizer [28] after giving each batch of data as input. For each fold we trained the
CNN for five epochs. That is motivated by the fact that some overfitting starts after the fifth
epoch. We performed a binary search to find the optimal batch size. The model achieved the
best overall accuracy with a batch size equal to 1. For the NB voter we use MultinomialNB from
the scikit-learn package. The SVM voter uses a linear kernel with a C-value equal to 0.5. Finally
for the DT classifier we set a random_state equal to 0.

4.1. The dataset

The dataset provided by the PAN organizers consists of a set of 600 Twitter authors. For each
author a set of 200 tweets is provided. A single XML file corresponds to an author and contains
200 tweets of the author. The labelled training set provided by the organizers contains 420
authors. The test set consists of the remaining 180 ones. Authors in the training set are labelled
as "I" (ISS) or "NI" (nISS). Our final submission consists of a zip file containing predictions for
each non-labelled author in the test set.

4.2. Results

The official metric used for the author profiling task at PAN@CLEF2022 is the accuracy. This
metric is the same used in the rest of this section and defined in (1).

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
(1)

Before performing the 5-fold cross validation we shuffled the 420 labelled samples and then
we left out the last 40 samples as a labelled test set. In Table 1 are reported the results obtained
by the single voters both on the test set and adopting a 5-fold cross validation on the labelled
training set. In the table are reported the arithmetic mean and the standard deviation over

5https://github.com/marco-siino/T100-PAN2022
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Voter Set Fold Nr.
1 2 3 4 5 AVG 𝜎

CNN
Val
Test

0.8947
0.9000

0.8684
0.8750

0.9079
0.9250

0.8684
0.9250

0.8947
0.9500

0.8868
0.9150

0.0158
0.0255

NB
Val
Test

0.8947
0.9000

0.8553
0.9000

0.8816
0.9000

0.8289
0.8750

0.8289
0.8750

0.8579
0.8900

0.0268
0.0122

SVM
Val
Test

0.9210
0.8750

0.9342
0.8500

0.9079
0.8750

0.8816
0.8750

0.8947
0.8500

0.9079
0.8650

0.0186
0.0122

DT
Val
Test

0.7368
0.7750

0.8421
0.8000

0.8684
0.7500

0.7631
0.8500

0.8816
0.8750

0.8184
0.8100

0.0579
0.0464

Table 1
Results in terms of accuracy achieved by each voter of T100 at each fold. Models are evaluated on the
corresponding validation set at each fold and on the same test set. Performance of the classifiers at the
first stage of T100 are lower compared to the ensemble model presented in this work. In the last two
columns we report the values of the arithmetic mean and the standard deviation over the five folds.

T100 - Logistic Regressor Fold Nr.
1 2 3 4 5 AVG 𝜎

Val 0.9210 0.9342 0.9342 0.8553 0.9342 0.9158 0.0307
Test 0.9250 0.9250 0.9250 0.9250 0.9250 0.9250 0.0000

Table 2
Results achieved by the model on a 5-fold cross validation on the training set provided. The results
shown in the table are obtained using a Logistic Regressor as a final classifier of T100.

the 5-folds. Table 2 reports the results of T100 on the validation set at each fold and on the
labelled 40 samples we used as a test set. In terms of accuracy, each classifier used individually
performs worse than T100. Furthermore, standard deviation of the single voters and of T100 is
comparable on the validation sets. However, the standard deviation is equal to 0 on the test set
for T100 and higher for the single voters.

We performed several tests to investigate the best classifier as the very last predictor of T100.
From Table 3 to Table 5 these results are reported.

How it is shown in the tables, the LR is consistent over different training fold, with a null
standard deviation on the test set. In terms of consistency the Gradient Boosting Classifier
performs similarly with a standard deviation of 0.010. However, results in term of binary
accuracy are poor using Gradient Boosting Classifier as long as the other models tested.

Finally, we used the T100 trained at the fifth fold to generate the predictions on the official
unlabelled test set provided by the organizers. As announced by the organizers, such a final
version of our model is able to reach an accuracy of 0.9444 with respect to the official test set.

5. Conclusion and future works

In this paper we have described our submitted model for our participation at the Profiling ISSs
on Twitter task at PAN 2022. It consists of an ensemble, T100, trained on the predictions of a
first layer of classifiers. To get consistent evaluation of the model performance, we run several



T100 - Decision Tree Fold Nr.
1 2 3 4 5 AVG 𝜎

Val 0.8421 0.8158 0.8947 0.8421 0.8158 0.8421 0.0288
Test 0.9000 0.8000 0.8500 0.8250 0.8500 0.8450 0.0331

Table 3
Results achieved by a T100 ensemble using a Decision Tree at the final prediction stage.

T100 - Random Forest Fold Nr.
1 2 3 4 5 AVG 𝜎

Val 0.9079 0.9342 0.9210 0.8816 0.9210 0.9131 0.0178
Test 0.8750 0.9000 0.9000 0.8750 0.8750 0.8850 0.0122

Table 4
Results achieved by a T100 ensemble using a Random Forest at the final prediction stage.

T100 - Gradient Boosting Fold Nr.
1 2 3 4 5 AVG 𝜎

Val 0.8816 0.9079 0.9210 0.8684 0.9210 0.9000 0.0214
Test 0.8750 0.8500 0.8500 0.8500 0.8500 0.8550 0.0100

Table 5
Results achieved by a T100 ensemble using a Gradient Boosting Classifier at the final prediction stage.

5-fold cross validations for each different hyperparameter configurations. After finding the
model achieving the highest accuracy during our cross validation tests, we train such a model
on the best train fold to submit our predictions on the unlabelled test set.

In future works, we expect to evaluate performance of our model increasing the number
and the diversity of the voter classifiers employed at the first prediction stage. A detailed error
analysis on misclassified samples could lead to improved performance on the classification task
proposed. Given the dimension of the dataset provided some techniques of data augmentation
could be also used. Finally, some investigation on the content of each tweet could guide us
in applying some techniques to remove not relevant features from the input samples, before
training and testing our proposed model.
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A. Online Resources

The source code of our model is available via

• GitHub
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