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Abstract
A crucial task when fighting online misinformation is the automatic filtering of potential claims among
the millions of posts and texts uploaded every day to social media. Most approaches to this problem have
focused on the training and fine-tuning of BERT-related models [1][2]. We show how much larger GPT-3
[3] models, despite being developed primarily for text-generation, outperformed previous language
models on the task of automated claim detection on the 2022 CheckThat! Challenge [4] dataset. Not
only that, we will also show that GPT-3, while designed for handling mainly English tasks, can maintain
competitive performances on other languages as well.
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1. Introduction

Over the last few years, online misinformation has been at the center of researchers’ attention.
Several methods have been proposed to counter the phenomenon, mainly implementing different
forms of Artificial Intelligence and Natural Language Processing to filter the millions of posts
and texts published daily on social media [5].

One of the solutions, outlined in [6], is the creation of an automated fact-checking system that
replicates the fact-checking process of human fact-checkers through the use of AI. Researchers
divided the problem into different steps: identifying claims worth fact-checking, detecting
relevant previously fact-checked claims, retrieving relevant evidence to fact-check a claim, and
actually verifying a claim. The first step, which consists in identifying, inside a piece of text,
those sentences that constitute claims, is called claim-detection and is at the center of the first
task of the CheckThat 2022! Challenge [4] [7] and of the CheckThat 2021! Challenge [2]. Most
of the teams who took part in the first task in 2021, which was divided in 6 languages and 2
subtasks, employed automated text classifiers based on BERT-related models. The top-ranking
teams across almost all of the languages and subtasks were using BERT [8] [9].

In 2020 OpenAI released GPT-3 [3], a new language model with a massive number of parame-
ters (175 billion) trained for text generation. The autoregressive Language Model was shown to
achieve strong performances on several NLP tasks, even with limited or no fine-tuning, using
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instead zero-shot or few-shot learning.
In this paper, we show that GPT-3 based models can outperform BERT-based ones on the

claim-detection task. We report the results we obtained over the 4 subtasks of task 1 of the
CheckThat! 2022 challenge, showing that the models ranked in top positions in the English
Claim Detection (first place) and Checkworthy Claim Detection (third place) subtasks. We
also show that the model maintained competitive performances on 4 of the other languages
available from the challenge (Arabic, Bulgarian, Spanish, Dutch) without performing any further
fine-tuning on training data from those languages.

2. Related works

In the CheckThat 2021 challenge [2], different methods were proposed to tackle task 1: claim
detection. Yet, almost all participating teams employed pre-trained BERT models, either mul-
tilingual or fine-tuned on the language specific to the subtask. Many of them resorted to
Data Augmentation or Text Preprocessing to boost the performances of their models. Famous
techniques used for Data Augmentation were lexical substitution, machine translation, weak
supervision, and cross-lingual training [9] [10] [11]. To achieve better results, some teams
leveraged an ensemble approach [12].

In July 2020, OpenAI released its masssive GPT-3 language model. While designed for text-
generation purposes, it was shown to bring, through fine-tuning, or even through simple
one-shot or few-shot learning, significant improvements on several NLP benchmarks. Among
researchers, as well as in the world of journalism 1, the performances of GPT-3 raised concerns
on whether it might be used maliciously to generate fake news [13], with several articles noting
that it could be hard for human readers to know the differences between articles written by
humans and GPT-3 [14] [3]. Others however, have shown that GPT-3 can be exploited to fight
misinformation [15], applying its text classification abilities to discriminate between COVID-
related tweets containing truthful and false information. The results obtained demonstrated
that GPT-3 can be a useful asset in the fight against misinformation, leading us to decide to use
it during our participation to the CheckThat! 2022 challenge.

3. Method

The GPT-3 model is so large that it is only available via a cloud-based API. Access to this API
requires payment, so to constrain the costs of our experiment, we limited ourselves to develop
four models, one for each of the subtasks for Task 1 in English, to stay below the threshold
for free-tier usage. For task 1A, 1B and 1D we used the Curie GPT-3 model, currently the
largest GPT-3 model available for fine-tuning2, while for task 1C we experimented with the less
powerful, but cheaper, Ada model. For each of the tasks, we used the following prompts and
completions:

1https://www.wired.com/story/ai-write-disinformation-dupe-human-readers/
2According to OpenAI, their largest model is DaVinci, but it is not available for fine-tuning



• Subtask 1A:
Prompt: “[Entry] Result:”;
Completion: “Check-Worthy” / “Not Check-Worthy”;

• Subtask 1B:
Prompt: “[Entry] Does it contain a verifiable claim?”;
Completion: “Yes” / “No”;

• Subtask 1C:
Prompt: “[Entry] Harmful:”;
Completion: “Yes” / “No”;

• Subtask 1D:
Prompt: “[Entry] Harmful:”;
Completion: “[Entry-Associated Label]”;

Where [Entry] was replaced with the training dataset entries. In all cases, we used the hyperpa-
rameters suggested by OpenAI:

• Number of training epochs: 4.
• Batch size: 0.2% of the size of the training dataset.
• Learning rate: 0.1.

Once the models were had been fine-tuned, we ran them on each of the entries from the
testing datasets. Interestingly, the models reacted differently to the completions we passed them.
The models for subtasks 1A and 1B always produced outputs starting with the completions we
gave (i.e., Check-Worthy/Not Check-Worthy and Yes/No), so we just had to cut those outputs
to obtain the proper classification format. Models for 1C and 1D tended instead to produce
more varied outputs. In particular, for subtask 1D, which featured multiple classes, our models
produced several outputs that had to be shortened to fit the class labels (an example was the
model output: "yes contains advice for cure" which was shortened and assigned to the class:
yes_contains_advice).

Although we only fine-tuned our models in English, we decided to test them on other
languages to evaluate how GPT-3 would perform in this scenario. Again, to reduce our expenses,
we didn’t perform this test for all subtasks, but only for subtask 1A in Arabic, Bulgarian, Dutch,
and Spanish.

4. Results

The results of applying GPT-3 to these tasks are shown in Table 1 and were beyond our
expectations, with our model outperforming all other models on subtask 1B (Accuracy of 0.761),
while placing 3rd in subtask 1A (F1-positive of 0.626). This is particularly impressive if we
consider that we didn’t perform any Text Preprocessing or Data Augmentation.

Results were mixed for subtask 1A on other languages, with low scores in Arabic and Bulgarian
(F1-positive of 0.321 and 0.341, 5th position in both) and average scores in Dutch and Spanish
(F1-positive of 0.532 and 0.323, position 4th and 2nd). However, considering that in these cases,



Table 1
Results of the GPT-3 models over the different subtasks

Subtask Language Score Ranking

1A English F1-positive: 0.626 3/14
1A Arabic F1-positive: 0.321 5/5
1A Bulgarian F1-positive: 0.341 5/6
1A Dutch F1-positive: 0.532 4/6
1A Spanish F1-positive: 0.323 2/4
1B English Accuracy: 0.761 1/10
1C English F1-positive: 0.270 10/12
1D English F1-weighted: 0.636 7/7

not only did we not perform any Text Preprocessing or Data Augmentation, but we were also
using models fine-tuned in English, these results can be considered more than satisfying.

Results for subtasks 1C and 1D were instead less positive (F1-positive of 0.270 for subtask 1C
and F1 weighted of 0.636 for subtask 1D). As we noted in Section 3, these models were more
likely to produce imprecise outputs (meaning that GPT-3 tended to produce text less likely to
resemble the exact class labels defined for the problem). This could be a symptom indicating that
GPT-3 was not able to identify the classes inside the training datasets correctly. It’s worth noting
that in subtask 1D (a multi-class classification task with 8 class labels), our model produced
outputs that in some cases mixed some of the classes, for example the model output "yes contains
advice for cure", which mixes the classes yes_contains_advice and yes_discusses_cure.

5. Conclusion

This paper showed that GPT-3 is competitive with BERT on claim-detection tasks, even without
any form of Text Preprocessing or Data Augmentation. Our models remained competitive
across different languages, despite being trained solely on English, showing their potential as
multilingual classifiers.

Given larger resources, it would be useful to run more tests in the future, in order to clearly
assess the effectiveness of GPT-3 in this kind of tasks. We point to the following ideas:

• Using the DaVinci model (the largest GPT-3 model, not available for fine-tuning) in a
zero-shot, or few-shot, modality, instead of fine-tuning the less powerful models.

• Fine-tuning GPT-3 on a multi-lingual dataset and testing it on different languages.
• Fine-tuning GPT-3 on datasets from different languages, testing its performances on the

same languages used for training.
• Applying Text Preprocessing and Data Augmentation techniques to the inputs, before

fine-tuning and testing the models.

Although more research is needed to fully understand GPT-3 potentialities in the fight
against fake news, given the results shown in this paper, and the flexibility demonstrated in our
experiments, we believe that GPT-3 based models can indeed represent a valid asset for this
task.
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