
CoulterOzler at CheckThat! 2022: Detecting fake news
with transformers
Kadir Bulut Ozler, Riah Coulter

University of Arizona

Abstract
In the age of the internet, people interact with each other more often than ever. Almost everybody
with internet access has an affiliation with a social media website. With this popularity, spreading of
misinformation has inevitably become a huge problem of the current age. In recent years, 2016 US
Presidential Election brought the attention to fake news. With the Coronavirus Pandemic misinformation
became an increasingly popular area to research in academia. To be a part of the research on detecting
misinformation in the internet, we participated in task 3: Fake News Detection of the Checkthat! Lab at
CLEF2022. In this paper, we show the details of our system consisting of data collection, transformer
based pre-trained models and extensive preprocessing methods. We achieved an F1-score (macro) of
0.328 against a top score of 0.339 on the official test set.
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1. Introduction

In the information age, internet became the main source of news on what is happening in the
world. Individual access to the internet became easy and affordable which gave people a massive
freedom to obtain and share information online. Although there have been major benefits of
this freedom, it often came with a cost that is called misinformation. Misinformation is seen in
variety of forms [1]. It can be a Facebook post with fake content, a tweet from a fake profile of
a credible source, a news article that has a manipulative narrative or a misleading title that tells
a different story in the article.

In recent years, misinformation became a significant research area in natural language
processing. Some of the past studies focused on rumor detection [2, 3, 4, 5, 6], fake news
detection [7, 8, 9, 10, 11, 12], spam detection [13, 14, 15, 16, 17] and bot detection [18, 19, 20, 21].
There have been several shared tasks related to misinformation detection. Recent SemEval
tasks [22, 23, 24] aimed to question stance and veracity of given texts and categorize them
to pre-defined classes. MediaEval [25] focused on misinformation regarding to Coronavirus
Pandemic and 5G.

Task 3 of the Checkthat! Lab at CLEF2022 [26, 27, 28] is another shared task that focuses
on fake news detection. The task’s goal is to determine if the claim of the article belongs to
following categories [29] : true, partially true, false, or other (label descriptions can be found
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Table 1
Task’s label descriptions

Label Description

False The main claim made in an article is untrue.
Partially False The main claim of an article is a mixture of true and false information.

True The primary elements of the main claim are demonstrably true.
Other The claim is open to discussion regarding its misinformation status.

in table 1). The task has 2 sub-tasks: mono-lingual in English and cross-lingual for English
and German where the training set is in English and the test set is in German. This year, we
participated in mono-lingual sub-task. In the previous version of the lab [30], the sub-task 3A
[31] is very similar to the mono-lingual sub-task of this year’s task 3 of the shared task. For that
sub-task 3A, there have been many different approaches from the participants. [32] employed
several transformer based [33] models and got their best results with Albert [34]. [35] used
an ensemble of Roberta [36] and Longformer [37]. [38] showed that gradient boosting with
extensive preprocessing performed better than widely popular deep learning architectures such
as LSTMs [39] and BERT [40].

In the following sections, we show the features of the datasets we used in this work, our
methods, experiments, results, error analysis and our conclusion.

2. Dataset Analysis

There are multiple datasets with mixed domains that focus on fake news detection. In this
section, we show features of the used datasets in our work. In table 2, you can find the label
count for all the datasets below. Label counts are calculated after dropping NaN values, bad
lines and duplicates except for official test set. In table 3, you can find the final distribution of
labels in the training set, dev set and test set that have been used in our work.

Table 2
Label details of each dataset

Dataset # of samples False Partially False True Other

politifact 21898 4699 14311 2888 -
true-fake 44689 23478 - 21211 -

fakenewskdd2020 1068 434 - 634 -
official-training-set 1183 571 312 206 94

official-test-set 612 315 56 210 31

2.1. politifact

Introduced in [41], this dataset consists of fact-checking articles from politifact.com. It includes
article title and article text. The available labels are true, false, partially false. The exact version



Table 3
Label details of final train-dev-test distribution

Dataset # of samples False Partially False True Other

training set 46855 19870 10032 16891 62
dev set 396 191 104 69 32
test set 612 315 56 210 31

we used in our work can be found at Kaggle. We randomly chose 15k of the samples and
included them in our training set.

2.2. true-fake

This combined dataset consists of 2 seperate datasets, each includes article titles and article texts.
In true dataset, all samples are considered as true, in fake dataset all samples are considered as
fake. We randomly chose 30k of the samples and included them in our training set. The exact
version we used in our work can be found at here and here. Unfortunately we could not find
the original source that introduced these datasets.

2.3. fakenewskdd2020

This dataset has only article texts and their labels. Fake label is defined as "potentially unreliable".
We randomly chose 1k of the samples and included them in our training set. The dataset can be
found from Kaggle and it was provided by Kai Shu to the competition organizers.

2.4. official-training-set

This is the official dataset that is released by task organizers privately for the participants [42].
It contains article text, article title, and all 4 labels. 2/3 of it has been used in our training set,
and 1/3 of it has been used in our dev set during model development phase. It was built by
following steps in [43].

2.5. official-test-set

This is official test set released by task organizers. It contains article id, article text, and all 4
labels. It can be found at Zenodo. We calculated our final scores based on our predictions on
this dataset.

3. Methods

In this section, we give details about the methods we employed for the task. They consist of
text preprocessing and fine-tuning pre-trained language models.

https://www.kaggle.com/datasets/liberoliber/onion-notonion-datasets/metadata?select=politifact_original.csv
https://www.kaggle.com/datasets/liberoliber/onion-notonion-datasets?select=True.csv
https://www.kaggle.com/datasets/liberoliber/onion-notonion-datasets?select=Fake.csv
https://www.kaggle.com/competitions/fakenewskdd2020/data?select=train.csv
https://zenodo.org/record/6555293#.Yo2PlezML0o


3.1. Preprocessing

• Concatenating title and content when available: In some datasets, there exists article
title column that contains the title of the articles. In this case, we merged title and article
content in one sequence of text.

• Converting to lower case: It is usually unhelpful to keep the characters in both lowercase
and uppercase form.

• Removing stop words: Stop words are usually the most frequently occurring words
in natural language and they do not contribute much to the meaning. It’s a widely used
practice to remove them from text before feeding the sequences to the model.

• Removing punctuation: As stop words, punctuation marks are usually unnecessary to
keep.

• Standardizing certain words: In order to make the text as clear as possible, we used
some pre-defined tokens to replace urls, email addresses, phone numbers, names, numbers,
digits and currency characters.

• Lemmatizing: In order to simplify the words we used lemmatizing over stemming to
avoid creating words that are not in the dictionary or lost their meaning.

• Shortening: We shortened the sequences to 500 tokens and 4000 tokens in order to fit
them into the models, depending on the model’s capacity.

We used the Natural Language Toolkit (NLTK) [44] for lemmatizing, name standardization,
and stop words removal, unicodedata1 for punctuation removal, and the clean-text project2 for
converting to lower case and standardizing urls, email addresses, phone numbers, numbers,
digits and currency characters.

3.2. Fine-tuning LMs

Transformer based pre-trained language models have become significantly popular in recent
years due to the fact that they led to state of the art improvements in many natural language
processing tasks [40]. They also do not require in domain training from scratch which would
need more data and more GPU time. Therefore, we decided to go with fine-tuning a pre-trained
language model to develop our in domain model for this shared task. We used Huggingface’s
transformers [45] during this stage. The code repository has been shared3. We explored multiple
LMs, training/eval batch size, number of epochs and learning rate. We chose distilbert [46]
because it is a smaller, yet promising model. We also chose longformer anticipating that if
the model is fed long sequences (which is normal for articles), the predictions could be more
accurate. Our hyperparameter space can be found in table 4.

4. Experiments and Results

In the model development stage, we used our custom split of training and dev sets that are
explained in section 2. We used 4 32GB Nvidia V100 GPUs. After the initial experiments on dev

1https://docs.python.org/3/library/unicodedata.html
2https://pypi.org/project/clean-text/
3https://github.com/kbulutozler/clef2022-checkthat-task3

https://docs.python.org/3/library/unicodedata.html
https://pypi.org/project/clean-text/
https://github.com/kbulutozler/clef2022-checkthat-task3 


Table 4
Hyperparameter space

model distilbert-base-uncased, allenai/longformer-base-4096
# of epochs 4, 12, 16, 20, 32

learning rate 2e-05, 5e-05
batch size 2, 4, 16, 64

set, we decided to choose 2e-05 as learning rate, 64 as batch size to focus more on number of
epochs for the rest of the experiments. For the longformer model, we had to reduce the batch
size to 2 due to GPU limitations. The results obtained in the development stage can be found in
table 5 with metrics micro f1 and macro f1.

Table 5
Results on custom dev set

model # of epochs micro f1 macro f1

longformer-base-4096 16 0.482 0.163
longformer-base-4096 32 0.487 0.177

distilbert-base-uncased 4 0.477 0.364
distilbert-base-uncased 12 0.495 0.381
distilbert-base-uncased 16 0.515 0.399
distilbert-base-uncased 20 0.538 0.408

We can sum up our findings during model development as follows:

• It can be said that using longformer did not lead to the results we anticipated.
• Longer training had diminishing returns.
• Macro f1 scores are lower than micro f1 scores because the performance on certain label(s)

is significantly worse.

As seen from Table 5, best model setup is obtained by distilbert model trained for 20 epochs
with batch size of 64 and learning rate of 2e-05. Furthermore, we explored how the model
would perform with no additional data. We used the best model setup and trained on just
official training set with no hyperparameter search. Apart from that, we explored the effect of
preprocessing methods. For this, we used the same setup and trained on just official training set
with no preprocessing. In table 6, we show the results we obtained on official test set in terms
of accuracy, macro precision, macro recall, macro f1 metrics.

Results show that additional data hurt the performance the most. One cause might be the
difference in domains of the official dataset and additional datasets. We anticipated that for
sequence classification, combining multiple domains might lead the model to make better
predictions as shown in [47], however we couldn’t obtain parallel results following similar
intuition. Moreover, training on preprocessed data led to better precision, recall and f1 scores
in comparison to training on unpreprocessed data.



Table 6
Results on official test set

preprocessing training set accuracy precision recall f1

yes official data + additional data 0.462 0.327 0.295 0.262
yes official data 0.451 0.345 0.359 0.328
no official data 0.464 0.337 0.318 0.299

5. Error Analysis

In this section we present the confusion matrix on official test set for the model that was trained
on official training set after preprocessing (second model in table 6) in table 7. The table shows
the model managed to learn the most detecting false claims and struggled to see other labels.
This can be explained by the challenging nature of the data and the dominance of "False" label
in the training set.

Table 7
Confusion matrix

gold label count False Partially False True Other

False 315 204 48 36 27
Partially False 56 20 13 17 6

True 210 72 68 49 21
Other 31 13 5 3 10

6. Conclusion and Future Scope

We participated in task 3: Fake News Detection of the Checkthat! Lab at CLEF2022 and developed
models to detect and classify misinformation in the internet. We applied extensive preprocessing
methods and fine-tuned several pre-trained language models with the released dataset and
additional datasets. We found that being able to feed longer sequences and additional data with
mixed domains did not improve performance, preprocessing and smaller model led to better
predictions.

For the future work, one might explore extra pre-training an already pre-trained language
model with data that has similar nature to the official training set to develop better models. In
this task, class imbalance seems to be a significant issue. Therefore another direction might be
exploring data augmentation methods to increase in domain data or modifying loss function to
increase penalty for misprediction of samples of the underrepresented label(s).
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