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Abstract
Misinformation is a severe threat to society which mainly spreads through online social media. The
amount of misinformation generated and propagated is much more than authentic news. In this paper,
we have proposed a model for the shared task on Fake News Classification by CLEF2022 CheckThat!
Lab1, which had mono-lingual Multi-class Fake News Detection in English and cross-lingual task for
English and German. We employed a transformer-based model with overlapping window strides, which
helped us to achieve 7𝑡ℎ and 2𝑛𝑑 positions out of 25 and 8 participants on the final leaderboard of the
two tasks respectively. We got an F1 score of 0.2980 and 0.2245 against the top score of 0.3391 and 0.2898
for the two tasks.
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1. Introduction

Social media can be considered the leading media through which the latest news is propagated.
Even though this can be seen as the advancement of technology, it poses a severe threat to
society by giving false or fake information to the users who are dependent on them. As per the
literature, it’s evident that the number of fake news propagates faster than authentic news [1].
During the COVID-19 pandemic, we have seen a lot of disinformation connected to the virus’s
cure and vaccines, which all portray the importance of combating fake news on social media.

CLEF-2022 CheckThat! [2, 3] Lab had organized a shared task named Fake News Classifica-
tion1 [4]. They had two subtasks for Fake News Detection of News Articles: a Mono-lingual
task in English and a Cross-lingual task for English and German (English training data and
German test data). Both tasks were to classify the articles into fake, partially fake, other, and
true labels. They had provided datasets for both the tasks, from 2010 to 2022, covering several
topics like elections, COVID-19, etc.

In this paper, we have used transformers-based models, which are pre-trained on a vast
amount of data and are capable of understanding words based on their context. We have used
the various transformer-based models like DeBERTa, RoBERTa [5, 6? ] and used a novel window
striding approach to handle the long documents which were given in the training data. This
trained model was then used to get predictions for the test data.

1https://sites.google.com/view/clef2022-checkthat/tasks/task-3-fake-news-detection
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This paper is presented as follows, section 2 about the related works, section 3 describes the
dataset, section 4 explains the methodology and system description, and section 5 reports on
the experiments and results. This is followed by the conclusion and some outlook on future
work.

2. Related Work

The ease of social media data availability had made Fake news analysis and detection gain
attention. The primary reason is that they need to reduce the spread of unauthentic news
propagating through their platform. Many traditional systems are based on machine learning
methods to classify fake and authentic information. Still, their performance is not so accurate
because of the inability to understand the context of the data. With the advent of different deep
learning methods, they have become an integral part of most designs. We have analyzed recent
works incorporating deep learning models and other methods explained below.

Shahi et al. [7] have done an experimental study of COVID-19 misinformation on Twitter.
They have analyzed the propagation, authors, and content of misinformation to gain early
insights and categorized tweets into false, partially false, true, and other. They have also found
that fake claims disseminate faster than partially false claims. In our previous work [8] we have
used an ensemble of different transformer-based models which try to account for both long and
normal-sized text. Shahi et al. [9] have proposed a benchmark classification dataset for fake
news, which had multilingual cross-domain fact-checked news articles for COVID-19, collected
from 92 fact-checking websites. Shahi [10] proposed an annotation framework of multi-modal
social media data. They have presented a semi-automated framework for collecting multi-modal
annotated data from social media combining machines and humans in the data compilation
process. They have also implemented this framework for gathering COVID-19 misinformation.
Mehta et al. [11] have proposed a transformer model for fake news classification of a specific
domain dataset, including human justification and metadata for added performance. They have
used multiple BERT models with shared weights between them to handle various inputs.

3. Dataset Description

There were two tasks given on the competition website2 under Fake News Detection by
CLEF2022-CheckThat! Lab, namely Multi-class Fake News Detection of news articles (En-
glish) and Cross-Lingual Task (German). We were provided with training and validation data in
English (only) language, whose classwise details are given in Table 1. We have been given test
data in English and German, where German was for the cross-lingual task, Table 1 provides the
details of the test data.

2https://codalab.lisn.upsaclay.fr/competitions/4633



Figure 1: Distibution of Training and Validation Data

Table 1
Test Data

Language # of articles
English 612
German 586

4. Methodology

In this shared task, we had Multi-class fake news detection of new articles in English and
German, where German is a Cross-Lingual Task; both have to be classified into different labels
as given in Figure 1. The proposed model had steps such as Text Preprocessing, Tokenization,
and Model building, whose design is as shown in figure 2; a detailed description of each step is
explained in the upcoming subsections.

Figure 2: Model Design



Figure 3: Box plot depicting word distribution of Training Data

4.1. Text Preprocessing and Tokenization

As the dataset was retrieved from many social media sites, preprocessing was essential before
proceeding with model building. Here, we used the clean-text3 library from python, which
helped remove contents like URLs, ASCII conversions, etc. We had 1264 articles in the training
data, which were mostly long articles or news. We had to convert these articles to token
sequences and pass them on to the models to process them. We have used tokenization methods
4 corresponding to the particular pre-trained model being used. These tokenizers will tokenize
according to the structure underlying the respective model. RoBERTa [6], BERT [12], BigBird
[13], DeBERTa [? ] are the different models which we have used to build our system.

4.2. Model Architecture

The transformer-based pre-trained models5 were used for building our system. The models have
been individually trained for data using the pre-trained weights, which give the probabilities
for the different labels. We have finetuned the pre-trained models, which had their vocabulary
and embeddings with the training data for predictions. The same model configuration is used
for test data prediction. The hyperparameters were as per the standard values used for the
particular pre-trained model.

4.3. Data Analysis and Modeling

We have explored different transformer-based models for building the system. As the articles
were long, as shown in Figure 3, we concentrated on bringing the best out of the models,
even though most models have a maximum token size of 512. The data analysis shows that
the average number of tokens falls within 1000, though few articles had more than 7000. As

3https://pypi.org/project/clean-text/
4https://huggingface.co/docs/tokenizers/python/latest/
5http://huggingface.co/models



mentioned previously, we have used models BERT, RoBERTa, and DeBERTa, which all are
capable of having a maximum token of 512. Along with them, we have tried the BigBird model,
which was designed for long text.

We have used a window-based striding approach to handle the long articles. The main idea
was to leverage the use of pre-trained models for the overall document without losing much
information. We have divided the whole document into batches of 500 tokens, with each set
of 500 tokens having the same label as the original one. We attempted different overlapping
strides over the text, trained the model, and validated it, which gave good results compared to
the usual approach. We tried different stride values so that the model could learn better without
losing the entire context.

5. Experiments and Results

We have fine-tuned the pre-trained models for the training data using AdamW [14] and learning
rate 3e-5. We used the cross-entropy loss as the loss function. The experiments were performed
on Kaggle, Tesla V100 16GB GPU. The learning rate was the same for all models and trained for
five epochs, with callbacks on validation loss.

5.1. Results of Different Models

This subsection will discuss the individual model results for English on the validation data. As
far as the cross-lingual task is concerned, we used the best model, which gave good results
on English data. The different model results are shown in Table 2. Here we can observe that
DeBERTa is the best model among all the others, giving an overall F1 score of 0.9893. DeBERTa
model with a stride of 0.9 means we are overlapping 90% of the tokens of different batches and
combining the result as the final label for an article during training. As the DeBERTa model
with stride 0.9 gave the best results, we employed the same value for different models, whose
results are also included in Table 2.

Table 2
Different Model Results on Validation Data

Model Stride Precision Recall F1-Score

DeBERTa
0.5 0.9823 0.9886 0.9854
0.7 0.9858 0.9856 0.9855
0.9 0.9862 0.9928 0.9893

RoBERTa
0.9

0.9728 0.9833 0.9778
XLM-RoBERTa 0.9332 0.9454 0.9390

BigBird 0.9666 0.9699 0.9681

5.2. Result of Model on Test Data

Here we will discuss our results on test data. We have submitted the system for testing, which
gave the best result on validation data to the shared task, whose results are as shown in Table 3.
We got an F1 score of 0.2980, which was placed at 7th position on the leaderboard with the



best score of 0.3391. In the case of cross-lingual task with German data, we got an F1 score of
0.2245, which was placed at 2nd position on the leaderboard with the best score of 0.2898. The
final leaderboard for the two subtasks are published here 6. We further analyzed the test data
to improve the results after the publication of the final leaderboard, but we were not able to
improve due to time constraints. The distribution of test data shows that it had more ’true’ labels,
which could be a problem for our model performance degradation because the distribution was
different for training and validation data.

Table 3
Results on Test Data

Language Precision Recall F1-Score
English 0.3804 0.3140 0.2980 (7𝑡ℎ position)
German 0.3342 0.2785 0.2245 (2𝑛𝑑 position)

6. Conclusion and Future Work

Nowadays, people consider social media as the primary source of news. Hence, verified and
accurate information must be propagated through social media, which is not always the case.
In this paper, we have concentrated on building a model that can classify long news articles
from social media comprising politics, entertainment, COVID-19, etc., as fake or not. We have
used a novel window-based method to fine-tune the transformer-based models like DeBERTa,
RoBERTa, etc., which helped to have a model that can handle long text documents. In the future,
we would like to extend our work further to improve the results so that the model can perform
even on different distributions of datasets.
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