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Abstract

The increase of fake news in today’s society, partially due to the accelerating digital transformation, is a
major problem in today’s world. This year’s CheckThat! Lab 2022 challenge addresses this problem as a
Natural Language Processing (NLP) task aiming to detect fake news in English and German texts. Within
this paper, we present our methodology and results for both, the monolingual (English) and cross-lingual
(German) tasks of the CheckThat! challenge in 2022. We applied the multilingual transformer model
XLM-RoBERTa to solve these tasks by pre-training the models on additional datasets and fine-tuning
them on the original data as well as its translations for the cross-lingual task. Our final model achieves a
macro Fl-score of 15,48% and scores the 22" rank in the benchmark. Regarding the second task, i.e., the
cross-lingual German classification, our final model achieves an F1-score of 19.46% and reaches the 4th
rank in the benchmark.
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1. Introduction

Due to the information overload on the web and the rapid spread of content on social media
platforms, fake news articles circulate faster and are difficult to distinguish from journalistic
articles [1]. The term fake news is commonly used since the US presidential election in 2016 [2]
and can include multiple aspects of incorrect information propagation, such as propaganda,
pure fabrications, hoaxes, click-bait and rumors [2, 3, 4].

In this year’s shared task at CLEF2022 CheckThat! Lab [5] the third task is fake news detection
with four classes [6, 7, 8]: false, partly false, true, and other. We decided to take part in both fake
news detection sub-tasks: a) English and b) German. The latter was proposed as a cross-lingual
task without training data in German language. We propose a large pre-trained XLM-RoBERTa
model [9], which we additionally pre-trained on a non-publicly available dataset with roughly
200,000 news articles from journalistic as well as citizen sources, such as blogs. After pre-training
the model, we fine-tuned it with the given English training data as well as their translations
into German to increase its generalization ability.
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Our paper is structured as follows: The first Section 1.1 presents the current state-of-the-art
and related work. Section 1.2 describes our methodological approach, including the employed
datasets and models. Our experimental setup is explained in Section 2, followed by a documen-
tation of the results (Section 3) and a discussion with final conclusions (Section 4).

1.1. Related Work

Detecting fake news is a task that is becoming increasingly important due to digitalization and
the rapid spread of information. Current approaches to detect fake news can be categorized
into: feature-based approaches which describe the task of learning different writing styles and
knowledge-based approaches, where the model learns latent information about the text and its
domain [10]. Gasparetto et al. [11] provided a structured and comprehensive overview of the
existing methods for text classification. In the past, supervised machine learning (ML) models
such as stochastic gradient descent (SGD), support vector machines (SVM), linear support
vector machines (LSVM), k-nearest neighbour (KNN) and decision trees (DT) have been used for
solving that task [12]. These methods have been overtaken soon by deep learning (DL) models
like long short-term memory (LSTM), convolutional neural networks (CNN) and attention-based
bidirectional long short-term memory (BiLSTM with Attention) models. However, transformer
models including BERT, ALBERT and XLNET outperformed recent ML and DL algorithms [13].
These are becoming increasingly popular as pre-trained models trained on large corpora of
data [14] are made publicly available (e.g., https://huggingface.co/). Another popular transfomer
is T5, which was used by Sabry et al. [15]. The authors trained an English T5 transformer
(t5-base) for an English hate speech classification task and compared the results to several other
state-of-the-art classification models; The authors stated that their T5 model outperformed the
RoBERTa model in all tasks. This results show that the use of sequence-to-sequence models
like T5 can be beneficial when it comes to text classification.

Fine-tuning a pre-trained ML models to the target data is used in many deep learning
applications, especially for small datasets. Previous studies have shown that models which
got pre-trained and fine-tuned on similar data as the task-specific one leads to improvements
in performance of the models [16, 17]. This has also been demonstrated in our work, where
we have used additional datasets (external datasets and translations) for pre-training and fine-
tuning [18].

1.2. Methodological Approach

In this paper we propose a feature-based approach for fake news detection. We define pre-
training as unsupervised re-training of a transformer model and fine-tuning as supervised
training on the specific classification task. For training our models we used additional as well
as translated data.

+ Pre-Training Strategy: Transformer models are usually already pre-trained on a large
set of generic text data [14]. However, to adapt these models to a specific classification
task, we experiment with further pre-training on domain-related data (which might be
relevant to the classification task).
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+ Fine-Tuning Strategy: Training pre-trained models for a given downstream task on the
given training data for classification is also called fine-tuning. This can be performed
either on the upper layers of the model or on all layers.

1.3. CheckThat! 2022 Data (CT)

This year’s training data consisted of 900 news articles and an additional development set
containing 364 instances - both only in English [19]. The test set in English (sub-task a)
contained 612 articles, the one in German 586 (sub-task b). The dataset contained in total four
different classes with the following split for the training set [20, 21]: partially false (217), false
(465), true (142), and other (76); and the development set: partially false (141), false (113), true
(69), and other (41). Since the provided datasets do not include German data, we translated the
original English CheckThat data to German using Google Translator.

1.4. External Data:

In this section, we describe briefly the external data we used for pre-training our models. The
abbreviations for the datasets AD and FN are later used to describe which datasets we used for
pre-training. FN is used during the following sections for the combination of both presented
fake news datasets.

Article Dataset (AD) This dataset was collected over a period of 1,5 years as part of a
nationally funded Austrian research project, i.e., Defalsif-Al https://science.apa.at/project/
defalsifai/, and therefore is not publicly available. It contains 194,332 gathered news articles
from different sources. The articles are multilingual, however the majority are either in English
or German. The articles are not annotated in terms of whether they are Fake News or not, and
are only used for pre-training the transformer models.

Fake News Dataset German (FN) The Fake News Dataset German [22] contains approx-
imately 63,000 fake and non-fake news articles from the fields of economics and sports. As
some of the text include HTML and JavaScript snippets we removed lines which contained such
snippets.

Fake and real news dataset (FN) This dataset can be found on Kaggle.com [23] and consists
of text data from news, political and other articles. This dataset comprises approximately 19,000
fake and 21,000 non-fake texts. More details on the described data can be found in the papers
[24, 25].

2. Experimental Setup

We employed and experimented with two different transformer models: XLM-R [9] and T5 [26].
The experimental setup is depicted in Figure 1. We evaluated each experiment with the same
training (90%) and validation split (10%).
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« XLM-R is a multilingual model, trained on 100 languages, which is designed for standard
NLP tasks. The underlying architecture is a combination of RoBERTa [27] and XLM [28]
which leads to very good performance, outperforming other state-of-the-art models like
the multilingual version of BERT (mBERT) [29] without the use of Next Sentence Prediction
(relying only on Masked Language Modeling) as pre-training strategy.

« T5 is an encoder-decoder model pre-trained on a multi-task mixture of unsupervised
and supervised tasks and for which each task is converted into a text-to-text format. The
small variant of the English T5 model is pre-trained on the English C4 [26] dataset as well
as the Wiki-DPR [30] data. This publicly available model has been fine-tuned in the past
for several downstream tasks using different datasets. In our work, this small version of
the T5 got further fine-tuned for detecting fake news.

2.1. Unsupervised Pre-Training

For pre-training our models, which we obtained from HuggingFace ' we experimented with
two different additional datasets (AD, FN).

« T5-PRET: The smaller version of the T5 model (T5-small) that can be found on Hugging-
face [26] was trained on:

1. the original CheckThat data: T5-PRET-CT

2. the original + translated CheckThat data: T5-PRET-CT-TL

3. as well as on a combination of the original CheckThat and the additional fake news
dataset (FN): T5-PRET-CT-FN

Since the additional fake news datasets (FN) are relatively large, experiments were con-
ducted smaller subsets. In this paper, only the results for one of these splits are mentioned,
since similar results were obtained for all splits. The additional data did not show better
results than the model only re-trained on the original CheckThat data. The mentioned
T5-PRET-CT-FN model was re-trained on a split of the fake news datasets (FN) which
had a length of about 10 million characters. The distribution of English and German texts
is about 50%. All models got re-trained with a batch size of 8 and a learning rate of 1le=4.
Each model was trained for about 8 to 15 epochs.

« XLM-R-PRET-AD: We trained the available XLM-R model provided by HuggingFace
with the AD dataset. It was trained for 5 epochs, with a batch size of 16 and a learning rate
of 2¢75. The probability for masked language modeling was 15% as used in the original
BERT paper [14], where this type of pre-training was introduced. We only trained it for
such a low amount of epochs because the training time took roughly 55 hours on one
GPU for all articles.

« XLM-R-PRET-FN: The second pre-trained XLM-R transformer we trained was with
the other fake news datasets (FN). We used a similar strategy by also using the 15%
probability for the Masked Language Modeling and a character length of 40 million. Since
the available fake news datasets (FN) are less than the additional dataset (AD), the training
time on GPU was only around 13 minutes. We also trained it with a learning rate of 2¢~°
and for 5 epochs and a smaller batch size of 8.

'https://huggingface.co/
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Figure 1: Overview of the experimental setup for training the two transformer architectures, including
both training strategies, i.e., unsupervised pre-training and supervised fine-tuning.

2.2. Supervised Fine-Tuning

For fine-tuning our pre-trained models we experimented with different hyperparameters and
data combinations. For the fine-tuning of the XLM-R we used the titles as well as the article
content. If a title was available it was added to the front of the content, due to the maximum
sequence length of models. Using transformer models, usually the content after the maximum
sequence length gets padded and not cropped off. This has shown to push the performance on
fake news classification tasks in other settings [31] and was also used for the official baseline of
this year’s shared task [32]. This approach was not used for the T5 model, for which only the
article content was used for training.

Our experiments show that the T5 was not performing well due the low amount of data, even
though it was pre-trained as well. Hence, after some experiments with the re-trained T5 models



Table 1

Experiment results (in %). The models were all evaluated on a merge of the original English development
set and its German translations. The evaluated performance metrics are accuracy, macro-averaged
precision, recall, and F1-score.

No. Model Dataset Accuracy Precision Recall F1
1 XLM-R-PRET-AD CheckThat 53.80 56.77 51.68 51.68
2 XLM-R-PRET-AD CheckThat 4293 39.94 36.29 34.00
3 XLM-R-PRET-AD CheckThat + Translated 53.85 54.31 52.04  50.65
4 XLM-R-PRET-AD CheckThat + Translated 54.81 52.56 51.59 50.29
5 XLM-R-PRET-FN CheckThat + Translated 53.30 53.45 50.67  50.16
6  XLM-R-PRET-FN CheckThat + Translated 43.96 29.03 35.32  29.09
7 T5-PRET CheckThat 48.35 48.53 44.70 44.24
8 T5-PRET-CT CheckThat 54.40 49.70 50.89 49.76
9 T5-PRET-CT-TL CheckThat 49.18 45.59 46.14 45.26
10 T5-PRET-CT-FN CheckThat 53.02 55.06 48.48 48.98

fine-tuned on the original CheckThat data, we did not continue with further experiments and
focused on the better performing XLM-R models. Since we only had a small dataset for the
English language we found the best amount of epochs for fine-tuning the XLM-R models is 30,
even though it has been shown that usually 3-5 epochs are enough or sometimes even 5-10
epochs - depending on the available dataset size [31]. We additionally experimented with only
using the training data as well as the German translations. Table 1 shows the final results of
our experiments, which we used to determine our best model for the submission. Experiment 4
(XLM-PRET-AD) shows the best performance in terms of accuracy.

For a more detailed overview we documented all investigated hyperparameters in Table 2.
For each experiment we evaluated different learning rates, i.e., le=®and 2¢~°. Our assumption
was that a pre-trained model needs a lower learning rate during fine-tuning, because of the
additional data it was pre-trained on. As shown in Table 2 and Table 1 the higher learning
rate of 2~ did result in significantly worse predictions on the development set in two setups.
For the second pre-trained model XLM-R-PRET-FN, we only performed experiments with the
translated data, as preliminary results showed that using the translated data yielded more stable
results with both learning rates.

3. Results

Our submitted models for subtask 3a and subtask 3b are both pre-trained on the large additional
dataset (AD) and only fine-tuned on the CheckThat data as well as its translations into German
(see Table 3). For subtask 3a we rank 22! out of 25 and for the cross-lingual task we rank
4 of 8. The best performing models from other teams for subtask 3a achieved an F1-score of
33.91% and for subtask 3b 29.98%. These results indicate that none of the models achieves a
performance that is suitable for real-world applications. An interesting observation is that our
model performed better in the cross-language task, even without using training data in German.



Table 2
Investigated hyperparameters.

No. Epochs Batch Size Learning Rate Max. Seq. Length

1 30 8 le=® 512
2 30 8 2e75 512
3 30 8 le=5 512
4 30 8 2e~? 512
5 30 8 le=5 512
6 30 8 2e~5 512
7 7 4 le=* 512
8 10 4 le * 512
9 4 4 le * 512
10 9 4 le * 512

Table 3
Results, model, rank. The F1-score is macro-averaged and shown in percent (%).

Model Dataset Task F1 Accuracy Rank

XLM-R-PRET-AD CheckThat + Translated Subtask 3a  15.48 19.93 22th
XLM-R-PRET-AD  CheckThat + Translated Subtask 3b  19.46 25.42 4th

Table 4

Results for subtask 3a. Values are macro-averaged and shown in percent (%).
Class Precision  Recall F1
False 35.80 9.20 14.65
Other 2.81 6.45 3.92
Partially False 11.50 2321 1538
True 22.47 3714 28.07

3.1. Subtask 3a: English

Table 4 shows the overall results per class for subtask 3a (English data). The proposed model
performs best for the class True (F1: 28.07%). The False (F1: 14.65%) and Partially False (F1:
15.38%) classes are classified considerably worse. However, XLM-R fails to model the class Other
at all (F1: 3.92).

The low results for some classes are probably due to the unbalanced class distributions.
In general, studies have shown that even humans have difficulty distinguishing between the
different fake-news related categories, even for binary classification tasks [33].

3.2. Subtask 3b: Cross-Lingual

To train one model for both subtasks, we translated the original English data into German to
train and fine-tune our multilingual XLM-R model on the specific classes. In comparison to our



Table 5
Results for subtask 3b. Values are macro-averaged and shown in percent (%).

Class Precision Recall F1

False 22.03 13.61 16.82
Other 9.09 7.27 8.08
Partially False 13.28 17.52  15.11
True 34.45 41.97 37.84

approach, the baseline approach of the organizers was a standard BERT model, trained on the
English CheckThat dataset. For the cross-lingual task, they translated the German test data
to English and then evaluated the performance [32]. Even though there was no training data
available, our model performs slightly better for each class compared to our results for subtask
3a. The results are shown in Table 5. The results for each class are similar to the results for
subtask 3a, where the model performed best for the True class (F1: 37.84%) and worst for the
Other class (F1: 8.08%). We assume that this behavior is due to the fact that the class Other class
was significantly underrepresented in the training set.

4. Discussion & Conclusion

In this paper, we provide the details on our submission to the CheckThat! 2022 Lab for Task
3: Fake News Detection, which consists of two tasks on the classification of fake content. Our
experiments show that the unsupervised pre-training strategy of the XLM-R model with addi-
tional generic (not task-specific) data with more data instances is the more promising strategy
compared to using domain-specific data with fewer training instances. Our model - XLM-R-
PRET-AD achieves an F1-score of 15.48% in subtask 3a and 19.46% in subtask 3b. However, the
model shows great signs of overfitting, especially on the class Other. We conclude that using
translations of the original data and using similar content for fine-tuning increases the perfor-
mance of these models, rather than just fine-tuning them on the provided training data. In future
work, we want to compare the influence of pre-training models with more domain-specific data
than general content data.
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