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Abstract
We describe our submission to the CLEF CheckThat! 2022 challenge. We contributed to Tasks 3A and 3B
– multiclass fake news classification in English and German, respectively. Our approach incorporates
extractive and abstractive summarization techniques by utilizing fine-tuned DistilBART and T5-3B. For
cross-linguality, we use automatic machine translation to improve model inference. Our approved run
for Task 3B was the official winner according to both F1 and Accuracy, with a fair margin to the second
place. For Task 3A, we describe a wide range of models that we experimented with. While only one
submission per team was permitted, we also describe the non-submitted setup that tops the leaderboard
performance in this task.
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1. Introduction

The distribution of fake news is not a new problem, but due to its scale, it has become an urgent
social and political issue [1]. Here we understand fake news to be intentionally and verifiably
false information with the purpose of deceiving its reader [2].

Task 3 of the CLEF 2022 CheckThat! Shared Task [3] focuses on Multiclass Fake News
Classification with English (3A) and German (3B) test sets (reusing the previous year’s dataset
for training). That is the task with our contribution.

The critical motivations for our work are as follows. We have seen transformer-based
models becoming the basis for most state-of-the-art NLP applications, including a wide range
of classification tasks, e.g., [4]. However, we acknowledge that there are restrictions on the
input size in transformer models, which is why we are inspired by the findings that automatic
summarization as a step towards cutting down long documents has been demonstrated to help
identify fake news [5]. Finally, there are indications that automatic machine translation can
help improve text classification, e.g., in our own work [6].

In this paper, we use transformer models for summarization and multiclass classification.
Additionally, we use automatic machine translation for the German subtask to improve model
inference. We conducted several experiments, but only one submission was allowed, and in the
official leaderboard, we ended up being ranked 1st in Task 3B and 9th in Task 3A. Here we also
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discuss our non-submitted approaches for which post-competition results demonstrate that
they would be ranked 1st in both 3A and 3B with a substantial margin over the leaderboard’s
best performers. This paper describes our experiments in more detail.

To encourage reproducibility of experimental work, we make all models available via Hugging
Face1 and additional data via GitHub2.

2. Related Work

We briefly sketch related work here and focus on what directly inspired us for this paper.
Fake News Detection is an unresolved task for which Transformer models with self-attention

[7] like BERT [4], BART [8], and T5 [9] are actively utilized. Since fake news can appear in
every language, multilingual models like XLM-RoBERTa [10] apply their cross-lingual ability
in several tasks and benchmarks. One such dataset is FakeCovid, consisting of fact-checked
articles from 92 fact-checking websites [11]. Shahi et al. [12] conducted an exploratory study
of COVID-19 misinformation on the Twitter platform to define four different classes for the
current dataset used in this Shared Task [3] and in the previous one [13]. To collect high-quality
data, Shahi [14] proposes a semi-automatic framework where both machines and humans are
involved in the process to mitigate the workload.

In last year’s Shared Task, Hartl and Kruschwitz used the same DistilBART model we adopt
here for summarization (though we use it for extractive rather than abstractive summarization)
[15]. In later work, they refined this approach to achieve state-of-the-art performance for the
task of fake news detection using a common reference benchmark collection [5].

3. Dataset

The dataset has been annotated using four labels: "true", "false", "partially false", and "other". As
indicated in Table 1, the distribution of the released dataset is rather imbalanced. The training
set is the same as last year’s 3A task [13]. The difference here is the later released test sets
consisting of 612 English data points for task 3A and 586 German data points for task 3B. Both
test sets have substantially more "true" labels than "partially false", while the training set and
development set have more "partially false" than "true" labels.

As shown in Table 2, the dataset contains some very long texts in both title and text. Therefore,
one challenge of this Shared Task is to consider this length, especially when it goes beyond the
standard token limits of typical transformer models.

1https://huggingface.co/hntran/CLEF_2022_CheckThatLab_Task3
2https://github.com/HN-Tran/CLEF_2022_CheckThatLab_Task3
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Table 1
Some Dataset Statistics

Labels Training Set Development Set Test Set 3A Test Set 3B

True 142 69 210 243
False 465 113 315 191

Partially False 217 141 56 97
Other 76 41 31 55

All 900 364 612 586

Table 2
Token Length Distribution

Variables Statistics Training Set Development Set Test Set 3A Test Set 3B

Title

Median 70 66 73 67
Mean 286 171 78 71

Minimum 3 3 11 3
Maximum 9960 8092 200 234

Text

Median 3035 3115 3655 4009
Mean 4167 4498 6052 5617

Minimum 18 25 289 507
Maximum 32767 44359 100000 45309

4. Methodology

4.1. Summarization

For the summarization task, we use two particular models for two different approaches:
DistilBART-CNN-12-63 for extractive summarization and T5-3B4 for abstractive summarization.

Extraction-based summarization selects the best representations of words and sentences
of the given document or text input. In contrast, abstraction-based summarization generates
shorter text which can be new sentences capturing the prominent notion of the source text input.
In the used library [16] (see Chapter 4.4), we extract the output embeddings from the chosen
model inference and cluster these with k-means [17]. The Elbow method is used to determine
the optimal k-value [18]. While it is also possible to restrict the amount of output text by a fixed
number of sentences or a fixed ratio, we want to use the optimal cluster of sentences instead
to avoid losing any possibly relevant sentences. Our chosen model is DistilBART-CNN-12-6
which is based on BART [8] with distillation [19], fine-tuned with the CNN and DailyMail
dataset [20]. In contrast to extraction, we use the three billion parameter version of T5 [9]
to generate shorter sentences with the same prefix used in the pre-training process for the
CNN/DailyMail dataset [20]. While the default input token length limit is 512, the model uses
relative positional embeddings, which allows it to utilize much longer text at the cost of higher

3https://huggingface.co/sshleifer/distilbart-cnn-12-6
4https://huggingface.co/t5-3b
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computing resources like memory consumption [21, 9]. We also apply some omissible soft
pre-processing steps to ensure retention of usually lossy token information and cleaner input
for further processing. To solve the problem of token length, as mentioned in Chapter 3, we
combine the title with the text for summarization in the following order: "title" + "." + "text".

We refer the interested reader to the project repository for further details.

4.2. Multi-Class Classification

The dataset has four different classes (see Table 1), which have imbalanced distributions. To
classify them, we use BERTBase Uncased [4] as our baseline model and include three large
models: BERTLarge Uncased [4], XLM-RoBERTaLarge [10], and T5-3B [9]. The default fine-tuning
process consists of tokenization, splitting the dataset into train, development, and dev-test sets,
and then the actual training. After the automatic machine translation step for the cross-lingual
task, the inference is the last step for classification of the test set for submission and for the later
released ground-truth labels to see how well our fine-tuned models perform. The main metric
is macro-F1 since the dataset is imbalanced; specifically, the averaged F1 score as in Equation 1
is calculated [22].
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4.3. Machine Translation

For the cross-lingual task (3B), we use the free Google Translate service to translate the whole
German test set into English for inference. In our previous work, this has been shown to be
effective [6]. Given the scale of translation data, Google utilizes this as an obvious choice.
Since Google Translate has an internal character limit, we only take the first 5000 tokens for
translation. After the automatic machine translation, we repeat the summarization step on
these newly created data and start the inference process.

4.4. Experimental Setup

All of our experiments are conducted on a single RTX A6000 with 48 GB VRAM. We use
the SimpleTransformers library5 for the T5 model and all other transformer models with the
Hugging Face Transformers library6. For the summarization task, we use the Bert Extractive
Summarizer library7 [16], and for machine translation, we use the deep-translator library8 in
combination with the free public Google Translate service9.

5https://simpletransformers.ai/
6https://huggingface.co/transformers
7https://github.com/dmmiller612/bert-extractive-summarizer
8https://github.com/nidhaloff/deep-translator
9https://translate.google.com/
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5. Experiments

First, we conduct a stratified split of the development set by the standard 80:20 ratio to have
a dev-test set to choose our submission. Then in our experiments, we make five runs of each
model with the default hyperparameters, including these changes for all models (except for
T5-3B):

• Maximum Steps: 705
• Learning Rate: 1e-5
• Max Sequence Length: 256
• Batch Size: 32
• Warmup Ratio: 0.1
• Weight Decay: 0.01

We take the best model with the highest macro-F1 score after saving models every 50 steps. For
the T5 model, we make one single run with the following changes from the default:

• Maximum Epochs: 200
• Max Sequence Length: 256
• Batch Size: 4
• Early Stopping Metric: Macro-F1
• Early Stopping Delta: 0.01
• Early Stopping Patience: 5

Table 3 shows that the T5-3B classifier with DistilBART-CNN-12-6 as the extractive summa-
rizer is the best overall model for both tasks, with 39.54% (best in 3A) and 29.58% (second-highest
in 3B), respectively. Our submission (marked with *) is the extraction-based BERTLarge model’s
first run taking 1st place in the 3B leaderboard, and is the third-highest performer of our ex-
periments for Test 3B. The best performing model in 3B is XLM-RoBERTaLarge with T5-3B
as the abstractive summarizer with a macro-F1 score of 30.06%. For 3A, the best abstractive
classification model is BERTLarge with 36.48%; for 3B, the best extractive classification model is
T5-3B with 29.58%. All results are macro-F1 scores (see Equation 1).

6. Discussion

We observe that the variation of the different performances between the five runs of each
model is high (up to 9.53% in extractive BERTLarge for Test 3B), an indication of overfitting.
Some possible explanations for this might be the choice of imprecise hyperparameters or the
substantial discrepancy between the different parts of the dataset. Furthermore, the abstractive
T5-3B test result might also be caused by overfitting. While our submission is over the 50%
mark and has the lowest difference of only 0.22%, the seemingly stable results between the
development set and the dev-test set do not guarantee a good score in the test set. Interestingly,
the extractive T5-3B has scored on the dev and dev-test set lower than 50% and is the best overall
performer. Abstractive summarization generally gives the BERT models higher macro-F1 results
than extractive summarization. Nevertheless, the results of both summarization techniques are
similar, and thus both approaches are still viable.



Table 3
Experimental runs conducted for Tasks 3A and 3B (actual submission marked with *)

Summarization Model Classification Model Run Nr. Dev Dev-Test Test 3A Test 3B

DistilBART-CNN-12-6
(extractive)

BERTBase

1 47.59 48.19 28.39 23.81
2 50.02 44.27 28.48 27.22
3 48.16 41.41 30.20 25.94
4 49.97 41.47 29.88 26.21
5 48.04 47.06 32.23 25.98

BERTLarge

1* 52.40 52.18 28.33 28.99
2 46.43 39.96 26.87 19.46
3 48.77 52.78 30.70 28.69
4 49.21 48.44 32.31 25.32
5 53.25 51.85 30.19 20.46

XLM-RLarge

1 50.53 41.04 30.42 27.40
2 50.93 44.54 33.11 28.01
3 49.08 48.56 30.82 26.09
4 50.80 43.99 28.23 21.94
5 50.95 40.29 32.47 23.34

T5-3B 1 48.05 46.52 39.54 29.58

T5-3B
(abstractive)

BERTBase

1 54.05 45.76 35.41 27.14
2 48.12 44.73 31.88 28.03
3 50.02 40.58 33.73 25.84
4 49.58 47.21 31.86 23.91
5 48.89 40.29 31.13 24.18

BERTLarge

1 56.33 51.15 28.89 21.34
2 45.85 37.87 32.88 23.43
3 55.08 46.80 35.24 28.33
4 52.15 47.08 36.48 27.01
5 51.32 46.91 30.56 21.77

XLM-RLarge

1 51.54 44.81 31.66 28.99
2 49.36 42.84 35.63 30.06
3 49.73 44.91 35.67 27.82
4 50.59 44.79 36.01 26.86
5 51.78 40.25 35.29 28.09

T5-3B 1 52.08 43.82 29.72 23.72

6.1. Limitations

Because of time constraints, we have not implemented ensembling strategies in our experiments.
However, there is plenty of scope as ensembles have been demonstrated to offer substantial
gains over individual classifiers, e.g., [5, 23].

For the same reason, only one summarization model for each technique and the number of
transformer models for the classification task was possible. The chosen ratio of the stratified



split might cause too few data points for the dev-test set, so a different ratio like 50:50 would
have been an alternative.

6.2. Future Work

In the future, it would be interesting to see how good larger models like XLM-RXL/XXL [24] or
other models like Big Bird [25] or PEGASUS [26] perform. For the cross-lingual task, using
multilingual models without needing machine translation is another option to experiment with.
Alternatively, text generation models like T5 [9] and BART [8] can also be used for machine
translation.

7. Conclusion

We described our family of approaches to the task of multiclass fake news classification for
English and German. At the core, they use fine-tuned transformer architectures and incorporate
extractive and abstractive summarization (to be able to deal with long input documents). For the
multilingual task, we also incorporate automatic machine translation. The results demonstrate
that both summarization techniques and automatic machine translation are competitive. In par-
ticular, for the multilingual setting, we observe a large margin between our winning submission
and the places further down on the leaderboard. Our analysis also uncovers that large language
models perform best if overfitting can be avoided.
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