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ABSTRACT 

In recent years, the news media has become multimodal. The 

relationship between text and images in news is complex and 

needs to be understood. In this paper, we work on Image-Text Re-

Matching to understand the relationship between images and text, 

and apply and improve the image retrieval method, ADAPT. 

Improvements are made by reconsidering the feature extraction 

methods in image retrieval. We employ Swin Transformer for 

image feature extraction and DistilBERT for text feature 

extraction. According to the report from organizers, our runs 

resulted in MRR@100 score of 0.0789 and Recall@100 score of 

0.5781 for test set. 

1 INTRODUCTUIN 

Online news articles in recent years have mixed components, 
consisting of texts and images. It is often the case that images 
are added to text articles to attract attention and to help 

readers understand the articles intuitively. Usually, in 
research on multimedia and recommendation systems, a 
simple relationship between images and text is assumed. As 
an example, in the study of image captioning [1], the caption 
is assumed to be a literal representation of the image 
landscape. However, news-specific studies have pointed out 
a more complex relationship [2]. The NewsImages task of 
MediaEval 2021, investigates this relationship to understand 

its impact on journalism and news personalization. Our team 
(KDEval 2021) participated in subtask 1, Image-Text Re-
Matching. In this task, links between a series of articles and 
images have been removed.  

In MediaEval 2020 [3], metric learning was introduced. 
We thus adopt a metric learning based method is inspired by 
ADAPT [4]. Re-Matching is performed by a text-based 
image retrieval method. We reconsider and experiment with 

image feature extraction and text feature extraction in 
ADAPT [4] for NewsImages. After reconsidering the feature 
extraction method, we confirmed that the best results are 
obtained by using Swin Transformer for image feature 
extraction and DistilBERT for text feature extraction. 

2 RELATED WORK 

2.1 ADAPT 

ADAPT, which one of the image-to-text (text-to-image) 
alignment model are used for cross-modal retrieval. ADAPT 
takes a text (image) as input and then searches for the closest 
image (text) and outputs it. In ADAPT, the features for the 
input modality are used to recalculate the features for the 

other modality. 

2.2 DistilBERT 

DistilBERT [5] is a distillation of the BERT (Bidirectional 
Encoder Representations from Transformers) model, which 
is a natural language model that can understand context 
backwards and forwards and has been pre-trained on a large 
scale.  However, BERT has the disadvantage that the model 
is too large for its performance, so DistilBERT achieves 

lightweight and speedup by distilling the model. 

2.3 Swin Transformer 

Swin Transformer [7] is a type of Vision Transformer, an 
image recognition model that introduces the concept of 
Transformer, which has been successful in natural language. 
Vision Transformer can benefit from the Transformer by 
dividing images into patches and treating them like words in 

NLP. Swin Transformer is a model that solves the 
shortcoming of Vision Transformer, that is, the fixed size 
patches are insufficient for recognizing objects of various 
sizes. 

3 APPROACH 

As shown in next sections, we reconsider the feature 
extraction methods used in ADAPT for the specific case of 
news articles and explain our method. 

3.1 Reconsidering of Text Feature Extraction 

GloVe embedding and bi-directional GRU are used in 

ADAPT to extract text features considering contextual 
information. However, even with context-aware methods 
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using bi-directional GRU, there is a limitation on 
maintaining context information with distant words. 
Especially in news articles, it is highly likely that the text 
tends to be long. Thus, we have newly adopted DistilBERT  
as our text feature extraction method, which can handle 
longer texts and can obtain better features due to its rich pre-

training. DistilBERT is also lighter than plain BERT, which 
would be more practical for applications to real-time search 
and recommendation. 

3.2 Reconsidering of Image Feature Extraction 

The image feature extraction in ADAPT is based on a Faster 
R-CNN pre-trained on the Visual Genome dataset [6]. This 
method uses 36 objects as features with high confidence in 

the image. However, the images given in news articles are 
often abstract or imaginative of the article content. Therefore, 
we cannot obtain useful features in such cases, or we need to 
extract 36 objects using extremely low confidence 
thresholds. Thus, we decided to reconsider how to acquire 
useful features while retaining the advantages of ADAPT, 
which is more efficient than attention-based methods by 
using spatial-level features. To deal this problem, we adopted 
the Swin Transformer. By using Swin Transformer, it is 

possible to obtain spatial-level and meaningful features. 

3.3 Training and Submitted Runs 

In subtask 1, Batch1 to Batch3 over three periods are 
provided by organizers as training data and Batch4 is as test 
data. Thus, we used Batch1 and Batch2 as training data, 
Batch3 as validation data. The predictions for the test data 
were conducted by extracting features from all the test data, 

followed by using the features to compute cosine similarity 
to obtain the top 100 candidates. 

In the Run1, we used DistilBERT pre-trained on German 
for text feature extraction and Faster R-CNN trained on 
Visual Genome dataset for image feature extraction. In Run2, 
we changed the image feature extraction to Swin 
Transformer pre-trained on ImageNet 21K [8]. In Run3 we 
changed the batch size from 105 to 32. 

4 RESULT AND ANALYSIS 

The results of the submitted runs are summarized in Table 1. 

The left column shows the name of the Runs. The evaluation 
metrics shown are MRR@100, Recall@5, Recall@10, 
Recall@50, and Recall@100. In the table, Recall@k is 
written as R@k for simplicity.  

Table2 shows the comparison of evaluation metrics 
between the data against Batch3 treated as validation data 
and the test data. The results demonstrate that there is no 
significant difference in distribution between the data 
provided by organizers for training and the test data. This led 

us to perform several analyses on Batch3. 
Figure 1 and 2 show the word frequency when found in 

the top 5 search results and the word frequency when not 
found in the top 100. The words displayed here are limited to 
the nouns (lemma of tag) in the text that were extracted using 
Tree Tagger [9]. Comparing the two figures, we can see that 
there is no significant difference in the words that frequently 

appear in the success and failure cases. Therefore, the 
performance of the method in this paper for articles with 
similar content is considered to be low. 

 

Table 1 : Submission result 

 MRR@100 R@5 R@10 R@50 R@100 

Run 1 0.0466 0.0642 0.1081 0.3159 0.4637 

Run 2 0.0738 0.0971 0.1629 0.4318 0.5749 

Run 3 0.0789 0.1044 0.1687 0.4371 0.5781 

 

Table 2 : Comparison between Batch3 as validation data 

 and Batch4 as test data 

 MRR@100 R@5 R@10 R@50 R@100 

Batch3 0.0695 0.0956 0.1653 0.4014 0.5357 

Batch4 0.0789 0.1044 0.1687 0.4371 0.5781 

 

 

Figure 1 : Top 10 most frequent words 

 found in the top 5 

 

 
Figure 2 : Top 10 most frequent words  

not found in the top 100 

5  CONCLUSION AND FUTUREWORKS 

We changed the image feature extraction in ADAPT to Swin 
Transformer and the text feature extraction to DistilBERT. 
With this change, we achieved MRR@100 score of 0.07885 
and Recall@100 score of 0.57807. This means that using our 
retrieval method, we can find relevance with some accuracy 

of 50% for matching images and text. Looking at the word 
frequency against successful and unsuccessful search results, 
the same words are frequently used, and we need to improve 
our search method for articles with similar contents. 
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