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ABSTRACT
We investigate the use of a pre-trained model to address the task
of re-matching images and texts collected from online news sites.
Our aim is to explore the potential of pre-training in learning the
connection between the visual and textual modalities. Online news
is challenging because it covers a large number of semantic concepts
and also the correlation between the modalities can be weak. The
results show that the proposed method has good performance in
text-image retrieval. The performance was 46.58% (R@100).

1 INTRODUCTION
Pre-trainedmodels are used for various vision and language tasks [5,
7, 10, 15]. They have proven effective in downstream tasks, such
as image-text retrieval and Visual Question Answering (VQA). Pre-
trained models have several advantages. First, they can increase
performance on small datasets, where we need to improve the gen-
eralization ability of the model. An important example of a domain
in which data is limited is news. Topics in the news develop rapidly
and the amount of up-to-date data at any given moment is natu-
rally limited. Second, the basic elements of images and text are not
always associated in the same way across data sets. Investigating
pre-trained models can also help us to better understand the con-
nection between image and text modalities. Third, a pre-trained
model can be quickly validated on a new dataset without the need
to spend a lot of time and computing power on retraining.

In this paper, we use a pre-trained model to address image-text
re-matching, a subtask of NewsImages at MediaEval 2021 [6]. We
evaluate our approach on a test set containing 1915 articles that
was collected from online news sites. Each article consists of an
image and an associated text (title and snippet), cf. Figure 1. In the
test data, the text has been disassociated from the images, and the
task is to re-match them.

The task is challenging because there is not a 1-to-1 relationship
between the concepts depicted in the images and those described
in the text. As illustrated by Figure 1, only a few concepts may
be common to both image and text. Also, in the collection a very
broad range of topics and concepts are present. Our hope is that
pre-training introduces prior knowledge that allows more effective
learning of the relationship between text and images.

2 RELATEDWORK
Cross-modal retrieval generally leverages a common space. Indi-
vidual modalities express similar semantics differently, and the
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common space homogenizes the semantic representation. VSE++,
DeViSE and CLIP learn a robust shared space, under which the
learned-feature representation can be measured between modalities
and preserves the correlations in paired samples as well [3, 4, 13].

ViT shows that by mapping sequences of image patches to em-
beddings, which replaces the word embeddings as input, the trans-
former can perform very well in visual tasks. [2]. Inspired by ViT,
Vilt uses patch projection embedding to encode images [2]. Then,
in vision and language interaction tasks, transformers are used
instead of dot products for interaction between features [7]. This
interaction method can not only increase the model’s reasoning
speed, but also can capture detailed relationships between vision
and language. As mentioned above, we used Vilt to address the
subtask of Image-Text Re-Matching at MediaEval 2021.

Figure 1: Example news item in the collection. Text asso-
ciated with the image: “In the face of what is possibly the
worst tropical storm in decades, tens of thousands of people
in southern Thailand have left their homes and sought pro-
tection. The residents on the coast of the province of Nakorn
Si Thammarat, in the storm ‘Pabuk’ on Thursday." This ex-
ample illustrates a typical case in which few concepts are
shared between text and image.

3 APPROACH
3.1 Dataset and data pre-processing
The dataset comprises 7530 training samples and 1915 test sam-
ples, released for the MediaEval 2021 Image-Text Re-Matching sub-
task [5]. We need to crawl the images by ourselves using the URLs
provided by the task organizers and drop the 404 Not Found URLs
from the training and test set. For compatibility with the pre-trained
model, we translate the text into English using Google Translate.

3.2 Model
In this section, we describe the architecture of the model that we
used to address the Image-Text Re-matching subtask. The model
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The refugee home has been on Langenbergstrasse in Blumenberg since the end of 2014. Originally - and announced by the city at the time -
the residential containers were to remain for two years.

Figure 2: Top5 results returned by text-image retrieval. The word marked in red is the word we selected in the sentence. The
picture in the red box is the ground truth. The generated heatmap is in the second row.

consists of a text encoder, an image encoder and a transformer for
modality interaction.

Text encoder: The text is processed in the sameway as BERT [1].
A modal-type embedding is introduced to distinguish different
modalities. The text endcoder consists of three parts: word em-
bedding, token position embedding, and modality-type embedding.
First, it converts the input tokens to embeddings with a word em-
bedding matrix. Then, the word embedding is summed with the
position embedding and modality-type embedding to create the
input of the encoder [10, 16].

Image encoder: Inspired by ViT, the model use a 32 × 32 patch
projection to embed the image. The method of patch projection
is slicing the image into patches, flattening the patches and map-
ping them into 𝐷 dimensions with a trainable linear projection.
In other words, patch projections, rather than regions or grid fea-
tures with high weights, are used to create the image to image
embedding [2, 7]. Similar to the text encoder, the image embedding,
position embedding, and modality-type embedding are summed.

Modality interaction schema: After we have the image and
text embeddings, a transformer is used for both intra-modal and
inter-modal interaction. It outputs a contextualized feature se-
quence for prediction. The image is replaced by a different image
with probability of 0.5. Then, we compute the binary loss function.

Loss function: We keep the loss function identical to BERT
and it contains two parts: the first is image-text matching (ITM)
and the second is masked language modeling (MLM). Words in the
sentence are randomly masked with the probability of 0.15 before
being input into the model.

4 RESULTS AND ANALYSIS
The task asks participants to predict a ranked list of images corre-
sponding to each text and report the 𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 result. Our results
are shown in Table 1. The model uses four datasets for pre-training:
Microsoft COCO (MSCOCO), Visual Genome (VG), SBU Captions
(SBU), and Google Conceptual Captions (GCC) [8, 9, 11, 14]. In
the experiment, we kept the default parameters of the model and
fine-tuned it on single GPU from Google Colab with a batch size
of 32. We load the pre-trained model and fine-tune it on the task
dataset. We also train the model without loading the pre-trained
model. The result without the pre-trained model is much worse.

Table 1: Submission result. Comparing pre-trained and not
pre-trained model, pre-trained model has better perfor-
mance.

Method R@10 R@50 R@100 MRR@100
ViLT

(pre-trained) 0.1347 0.3342 0.4658 0.0596

ViLT
(no pre-trained) 0.0397 0.1264 0.2183 0.0174

The result demonstrates that themodel is learning useful features
from the pre-trained datasets. In turn, this means that the char-
acteristics of the pre-training dataset provide an adequate match
with the news domain. Our experiment confirms the benefits of
pre-training for the NewsImages rematching task.

To better understand the performance of cross-modal alignment,
we inspected the top 5 results of our text-image retrieval for a
selection of test texts. We also generated a keyword heatmap for
each image in the results. Figure 2 shows a random test text from
this analysis. The fourth result (with the border) is correct according
to the ground truth. However, we can see that many of the other
four images that are returned match the text with respect to the
word “containers”, which is a key concept in the text. This example
demonstrates that the pre-training, the model makes our retrieval
results closer to the real description scene of the text, even though
they may not be the correct match.

5 CONCLUSION AND FUTUREWORK
In this work, we explored the performance of the pre-trained model
in the text-image re-matching subtask of NewsImages at MediaEval
2021. Compared to the model without pre-training, the pre-trained
model achieved better performance, as expected with a relatively
small dataset. However, there is still a big gap compared to the per-
formance improvement delivered by pretraining when text-image
retrieval is carried out on other datasets, such as MSCOCO and
Flickr30K [9, 12]. In future work, we will try to collect more data in
the news domain to help the model improve its performance. We
would like to develop a new pre-trained model with more complex
modality interaction.
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