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1 ABSTRACT
Medico task in the Mediaeval with the target to segment the Polyps
in the endoscopic images. In this paper, we propose methods that
use Efficient Unet and propose the Multiscale Efficient Unet to deal
with this task. In the experiment, we also benchmark our method
with others previous methods.

2 INTRODUCTION
With the developing of bio-medical and the information technol-
ogy, medical images now are stored on a digital database. Moreover,
with the increase of cases that have abnormal findings and symp-
toms on the digestive system, it is necessary to have a system to
help the doctor accurately diagnose and detect the position of the
abnormal in the medical images. That is why many methods have
been proposed to help diagnose the polyps or the abnormal in the
digestive system through endoscopic images.
On the other hand, the improvement of the Convolutional Neural
Network architecture leads to improving the task for the segmen-
tation of the medical images, and several architectures have been
proposed such as U-Net[7], PSP-Net[9], PraNet[3], etc. However,
there are many drawbacks in each method and need to be improved
and many challenges to the researchers to improve the performance
of their methods.[8]
The goal of the Medico automatic polyp segmentation challenge
is to evaluate various methods for automatic polyp segmentation
that can be used to detect and mask out various types of polyps
(including irregular, small or flat polyps) with high accuracy[4]. In
this challenge, our goals are to segment the mask of all types of
polyps in the dataset.[5]

3 DATASET
To evaluate our proposed method, we use the Hyper Kavsir dataset
proposed in 2020. This open dataset includes a comprehensive
multi-class image and video dataset for gastrointestinal endoscopy,
including the ground truth with mask and the bounding boxes value
for the multi-task on the endoscopic images.[2]
In this task, we use the segmentation part of the Hyper Kvasir
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dataset. This dataset consists of 1000 Ground Truth images with
masks to experiment on the segmentation tasks. With the test
dataset, we evaluate our on the test dataset of Medico task orga-
nizer of Mediaeval.

Figure 1: Polyps and correspondingmasks fromHyper Kvasir
Segmented.

Figure 2: Examples polyps from the test images.

4 METHODS
We consider five solutions corresponding to our five submitted
runs. To evaluate the performance of the proposed method, we also
compare the results with those from other methods, such as are
ResUNet and PraNet.

4.1 Propose Architecture
In our proposed methods, we propose the architecture that uses the
Efficient Net for the encoder block. Moreover, we propose using the
low scale feature to get a better mask of the output and improve the
model’s performance, which is Multiscale Efficient U-Net. This ar-
chitecture includes three main blocks Multiscale Block (MC Block),
EfficientNet Encoder block (EEN Block), and Decoder Block.
Initially, the input with the shape (𝑤,ℎ, 𝑐) passes through the MC
Block; this block includes 3 Max Pooling layers, 2 Convolution 2D
layers, and 1 Batch Normalization layer. MC layers to create the
new low-scale feature for the model[6]. The parameter of the layers
can be changed to adapt to the feature representation of images.
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From the output of the MC block, there are two types of features:
low scale and high scale features. Then these features pass the en-
coder block created by the Efficient Encoder Block, with high scale
features, they map to the decoder block while low scale features
pass the encoder block.
After passing the EEN Blocks, the feature will be concatenated at
the block Encoder 4, then continue to the Decoder Block.
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Figure 3: Multiscale Efficient UNet presentation

By using MC Block, the model can use the low-scale feature to
enrich the feature in the learning process, particularly when the
model has to adapt to the small dataset.
There is a limitation for this architecture because there are two
types of features to the encoder block; this is why this architecture
costs more computing resources than the traditional U-Net.

4.2 Loss Function
To use the proposed architecture, we propose using the Jaccard
Loss Function with the following formula [1]:

𝐽𝑎𝑐𝑐𝑎𝑟𝑑𝐿𝑜𝑠𝑠 (𝑦,𝑦) = 𝛼 ∗ (1 − 𝛼 +∑𝐶
𝑐 𝑦𝑐 ∗ 𝑦𝑐

𝛼 +∑𝐶
𝑐 𝑦𝑐 + 𝑦𝑐 − 𝑦𝑐 ∗ 𝑦𝑐

) (1)

This loss function enable the segmentation process better and can
control the performance of model on the pitch of the tissues.

4.3 Data Augmentation
To enrich the dataset, we propose some augmentation methods. We
use Center Crop, Random Rotate, GridDistortion, Horizontal, and
Vertical Flip to improve the quantity of the dataset.
Following is the sample of the data after augmentation:

Figure 4: Data Augmentation

5 RESULTS
Evaluation is on the test set of Mediaeval- Medico task, which in-
cludes 200 images of Polyps in endoscopic images. The Benchmark
table shows that the Efficient Unet model with low features per-
forms better than the original Efficient Unet and PraNet overall.
However, if we compare Precision or Recall metrics, the model gets
a lower performance than the other two models.

Figure 5: Visualization result

The performance of the proposed architecture is positive. The mask
can cover almost all the tissue on the images, and it can cover cases
with difficult shapes.

Method Jaccard Dice Recall Precision Accuracy F1
EfficientUnet 0.6572 0.7425 0.7264 0.8442 0.9529 0.7425
MCEU 0.7059 0.7961 0.8167 0.8295 0.9565 0.7961
PraNet 0.6929 0.7774 0.8204 0.8160 0.9511 0.7774
ResUnet 0.6739 0.7737 0.8371 0.7766 0.9495 0.7737
Table 1: MediaEval 2021 challenge’s result base on the team
method.

With the benchmark table, the Efficient Unet that uses the low
feature achieves the high score. The reason is the data for the
training and validation is the limitation, and augmentation can
be used to enrich the quantity of data. However, some features
can be as similar as the original sample. That is why the lower
scale feature can help the model adapt better to the low quantity of
sample dataset.

6 CONCLUSION
In general, we propose the Multiscale Efficient U-Net to deal with
the segmentation task. MCEU has the merit that can enrich the
feature for the training process. Moreover, this architecture can
help normalize the high-scale feature to help the model adapt to
the small dataset; however, some limitations exist. Regarding the
evaluation of the experiment, the result we achieved is quite pos-
itive, compared to the PraNet, Res-UNet, and Efficient-UNet, our
model achieves better performance. This positive impact can help
the later architecture have another approach to deal with this task.
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