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ABSTRACT
In this paper, we present our participation in the NewsImages task
where we address the complex challenge of connecting images to
news text. We leverage transformer-based multimodal models to
jointly attend to different contextual news elements when perform-
ing predictions, and transfer learning to improve the performance.
Our experiments demonstrate that the models benefit from jointly
attending to context-enriched samples, supporting our hypothesis.
We also extracted rich insights on the principles underlying the
connection between images and news text.
1 INTRODUCTION
News articles are rich multimodal pieces that aim to inform users in
a concise and accurate manner. These are often composed by a title,
a headline and a body of text. To better convey the topic and events
being covered, journalists use images as illustrations. Providing
visual elements helps the news reader visualizing the event and
have a better sense of what happened [11]. Connecting news text
and images is a complex endeavour as it goes beyond matching
what we see in an image (visual concepts) to words. Instead, it is
often explained by a combination of journalistic criteria combining
authenticity, topic semantic relevance and aesthetics [9, 10].

In this paperwe present our approach to theNewsImages task [6],
which asks researchers to re-match news images to articles, towards
devising a systematic approach that captures the intricacies of how
the two modalities are connected, in a journalistic perspective.

Multimodal Transformer-based architectures [2, 8, 14] have demon-
strated to be highly effective at modeling image and text semantics.
These can be a) encoder-based, such as LXMERT [14], which is com-
posed by an object relationship, language and cross-modality en-
coders, or b) decoder-based (hence generative) like VL-T5/BART [2],
which adopts a single decoder architecture to tackle multiple visio-
linguistic tasks in a generative manner. We will investigate how
suited these self-attention models are to news content.

Particularly, in the developed models we followed the LXMERT
architecture to exploit different ways to enrich these models context.
The idea is to provide complementary views of the two modalities,
and leverage the model’s capability of jointly attending to differ-
ent news elements when performing a prediction. Then, through
transfer-learning, we were able to significantly improve the per-
formance on the NewsImages task dataset. The results confirm the
importance of providing extra context, in order to bridge the seman-
tic gap between images and news text. Namely, our best-performing
variant, which achieved an MRR@100 of 9.31%, is the one that has
access to more complementary views of the news piece.
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2 METHODOLOGY
The connection between news and images goes beyond visual con-
cept matching [1, 3, 20]. In this scenario, not only the challenges
of image-text matching are inherited [4], but also the underlying
journalistic subjectivity that stems from trade-off aspects, such as,
aesthetics or authenticity. Thus, we focused on adopting a model
capable of considering multiple views of news articles, to predict
if an image matches a news article. Accordingly, we hypothesize
that by leveraging on self-attention models, specifically the Trans-
former [17], and by providing extra contextual information, we
allow the model to jointly reason over multiple data views and
learn the relationships between text and images directly from data.

News pieces are multimodal documents composed by title, text
body (as a set of paragraphs) and images that are used throughout
the news piece to illustrate specific paragraphs, providing extra
context. We also find several named entities, such as persons or
locations, that are crucial that define its topic and scope. The chal-
lenge is on jointly using all these information to match news to
images. We observed the following challenges: a) the topic of a
news article cannot always be extracted from the images, b) the
news title is highly concise and lacks context (e.g. "63-year-old
pedestrian succumbs to his injuries"), c) to correctly capture the
news context it is important to consider the mentioned entities, as
well as the news central topic, and finally, d) deal with subjectivity,
evidenced by situations where multiple images could actually be
used, and the pattern is dependent on the journalist preference.
Data Pre-processing and Protocol. The dataset is comprised by
news articles, composed by title, text snippet (in German) and an
image. Since most multimodal pre-trained models were trained
in English, and assuming that we do not lose information in the
translation process, we used a combination of the Google’s API
and OPUS-MT [15], available in HuggingFace [18], to translate
texts. For each news article, we extracted entities from the Title
and Text Snippet using Spacy [5]. For images, we used a Faster R-
CNN [12], trained on Visual Genome [1, 7], and extract a total of 36
region embeddings per image. This will allow the model to attend
individually to specific parts of an image. We split the development
set (7530 samples) by using 500 samples for validation, 1000 for
testing and the remaining for training.
Approach. We tackled the previously discussed challenges by
adopting a multimodal transformer, LXMERT [14], and learning
enriched multimodal representations of news pieces. In particular,
we trained the model end-to-end, by optimizing all its loss functions
except the visual question-answering one. It jointly learns internal
data representations and optimizes for matching images to news
texts, by scoring individual (image, news text) pairs.
Exploiting News Context. We investigated different ways to
provide extra context to the model. The first baseline takes as input
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news title + snippet, and the extracted image regions. Then, since
entities play a major role in news, inspired by [19] which extends
masked language modeling to account for coarse-grain (n-gram)
information, we force the model to pay special attention to entities.
Namely, we added a separate masked language modeling loss, with
increased masking probability for entity tokens.
Faces-entity context.We noticed that a large portion of images
contain faces of persons, and these are then mentioned in the news
piece. To support this new input, we added an extra projection
layer to LXMERT, mapping face features internal representations.
As a result, the visual sub-network is augmented with face em-
beddings, such that the model will be able to jointly reason over
image regions, faces, news text and entities, and eventually learn
the relations between faces and entities. Faces were extracted from
all images using MTCNN [21], and face recognition embeddings
from FaceNet [13] were used as features.
Transfer Learning. Given the reduced size of the NewsImages
task dataset, we resorted to pre-training, to improve model’s rep-
resentations. Namely, we performed pre-training using the NY-
Times800k [16] dataset, which comprises 440k news articles ( 100
times bigger). Then, we fine-tuned themodel using the development
dataset. This allows the model to be exposed to a greater number of
different news pieces, therefore improving its representations and
better capture cross-modality relationships. In NYTimes800k, each
article can have multiples images. Moreover, in addition to the title
and news text body, each image also contains a caption. Since these
captions are describing an individual image, sometimes they do not
reflect the news article main topic. Thus, to have rich context, we
considered the headline, a snippet and the image caption.
3 RESULTS AND DISCUSSION
In all experiments we pre-trained LXMERT using NYTimes800k -
with different combinations of the article’s headline, snippet and
image caption - and fine-tuned it on the task’s dataset (development
split). For the task dataset, we fixed the language input to always
use the article’s title and text. Table 1 describes our runs results.
We choose our best runs based on the results in our test split.
Run 1 - NT-CS +ME-TS. In this experiment we used NYTimes800k
articles’ snippet (S) and image caption (C) during pre-training. From
the task dataset we used the articles’ title (T) and snippet (S). Com-
pared to our baseline without pre-training, we noticed an improve-
ment of ≈ 47.1% in MRR@100, on our test split. This shows the
importance of transfer-learning to improve the model performance.
Run 2 - NT-CS + ME-TSE. For this run, we used NYTimes800k
articles’ snippet (S) and image caption (C). From the task dataset
we used the title (T), snippet (S) and named entities (E). We noticed
improvements in R@50 and R@100, while worsening the other
metrics, what can be due to not using entities in pre-training.
Run 3 - NT-CHS + ME-TS. In this run we wanted to assess the
impact of considering the headline (H) in pre-training, together with
news snippet (S) and image caption (C). In this scenario we have
a better alignment between elements used in pre-training vs. fine-
tuning. We observed an improvement in R@5, and a deterioration
of R@10, R@50 and R@100.
Run 4 - NT-CSEF + ME-TSEF. In this last run, we used our aug-
mented LXMERT architecture to incorporate both face features (F)
and entities (E). This experiment held the best results in MRR@100,

Table 1: Runs results in MRR@100 and Recall at K (R@K).

Run MRR R@5 R@10 R@50 R@100

1-NT-CS + ME-TS 0.0922 0.1248 0.1927 0.4433 0.5990
2-NT-CS + ME-TSE 0.0877 0.1232 0.1922 0.4439 0.6068
3-NT-CHS + ME-TS 0.0931 0.1274 0.1906 0.4381 0.5875
4-NT-CSEF + ME-TSEF 0.0931 0.1269 0.2052 0.4611 0.6057
5-RRF (1 + 2 + 4) 0.1043 0.1467 0.2183 0.4789 0.6277

Figure 1: Models’ predictions inspection example.

R@10 and R@50, what corroborates with our experiments, in which
it achieved the best overall results. This proves that allowing the
model to jointly attend to faces and entities, better leverages the
context to establish the connection between images and news text.
Run 5 - RRF. During our experiments, we observed that different
configurations obtained better results at different recall thresholds
(𝐾 value in R@K). Thus, in our last run, we used Reciprocal Rank
Fusion to merge the first, second and forth experiments’ ranks. This
held the best results for all metrics.

3.1 Models’ Predictions Inspection
To understand our model decisions, we inspect in Figure 1 two
sample predictions (using Run #4). In the top row, the model suc-
ceeds, and in the bottom row it ranks the correct image in position
45. Both examples illustrate the inherent subjectivity of the task,
as semantically, any of the shown images seem to match the arti-
cle’s text. Notwithstanding, we can see that in general, the model
captures the complex relations between modalities.

4 CONCLUSIONS AND FUTUREWORK
In this work we proposed a set of context-enriched variants, of
a multimodal transformer model, to address the task of news re-
matching. These alternate between the type of context (textual
and visual) provided to the model, and used to learn the connec-
tion between images and text. We confirmed that going beyond
news title and a small snippet is crucial. Despite our promising
results, we posit that there are essentially two key challenges that
follow: a) learn how different news entities are related and how they
are visually materialized, and b) dealing with inherent journalistic
subjectivity when opting for a specific image.
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