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Abstract 
In this paper, we propose an accuracy-controllable approximate adder for FPGAs. The 
proposed adder has a special input to dynamically change the accuracy in addition to two 
operands. When accurate computation is required, the adder computes accurately. On the other 
hand, when accurate computation is not required, the adder computes inaccurately but quickly 
at low power. The important feature of our adder is that it utilizes carry-chain modules which 
are built in FPGAs. By using the carry chains, our approximate adder computes much faster at 
lower power than an existing approximate adder.
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1. Introduction

In recent years, approximate computing technology has attracted attention to achieve higher 
performance and lower power consumption by tolerating a certain degree of computational error. 
Approximate computing techniques are used especially in the fields of image processing and machine 
learning since they are computationally expensive and error-tolerant to some extent [1][2].

Research on approximate computing circuits has been conducted at various design levels from the 
transistor to the architecture levels [3][4]. This paper focuses on approximate adders since addition is 
one of the most fundamental arithmetic operations. There are many studies on approximate adders
which improve power-performance efficiency by disconnecting carry propagation [5]-[9]. The work in 
[10] proposes an approach to accurately calculate errors of approximate adders, and the work in [11]
provides a detailed analysis of the trade-off between accuracy and resource efficiency. The authors of
[12][13] state that circuit design with variable computational accuracy is desirable for designing
systems that meet diverse requirements. An approximate adder circuit, named carry-maskable adder
(CMA), that can change the computational accuracy is proposed in [14]. Since CMA enables dynamic
control of accuracy, it is possible to perform approximate operations within an error tolerable range.

Based on CMA in [14], in this paper, we propose an accuracy-controllable approximate adder for 
FPGAs. If the original CMA is implemented in FPGAs in a straightforward manner, lookup tables
(LUTs) are connected in series, and hence, the delay and power increase significantly. Our proposed 
adder, named carry-chain based carry-maskable adder (CC-CMA), takes advantage of fast carry-chain 
modules which are built in FPGAs.

This paper is organized as follows. Section 2 presents CC-CMA, and Section 3 analyzes the 
hardware cost, delay, computational error and power consumption of CC-CMA. Finally, Section 4 
summarizes this paper and discusses future work.
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2. Carry-Chain based Carry-Maskable Adder

In this section, we first explain the carry-maskable adder [14], and then, we propose a carry-chain 
based carry-maskable adder for FPGAs.

2.1. Carry-Maskable Adder

This work is based on an approximate adder, named carry-maskable adder (CMA), which was 
originally proposed in [14]. CMA can dynamically change the accuracy level according to the special 
input signal. Figure 1 (a) shows the diagram of an 8-bit CMA. The 8-bit CMA consists of a carry-
maskable half adder (CMHA) and seven carry-maskable full adders (CMFAs) connected in series, as 
shown in Figure 1 (b). In addition to three inputs x, y and carry-in denoted as cin, CMFA has a special 
input named a mask to dynamically control the accuracy. If the mask is 0, CMFA performs exact 
addition. If the mask is 1, the carry-out signal Cout is 0, and the sum s is the logical sum of a and b
assuming that the carry-in signal from the lower bit is 0. This computation is not accurate but 
approximate. However, since carry signals are not propagated from lower bits to upper bits, the delay 
and power consumption are reduced. By setting masks of lower bits to 1 and those of upper bits to 0,
the upper (more significant) bits are computed accurately, and the lower (less significant) bits are 
computed approximately. Thus, by controlling mask, we can explore the trade-off between accuracy, 
delay, and power consumption, depending on the requirement of the applications.

2.2. Carry-Chain Based CMA

Originally, CMA was designed for ASICs, and how to implement CMA on FPGAs is not presented 
or discussed in [14] despite the widespread use of FPGAs. If the Boolean expressions of CMA are given 
to FPGA synthesis tools, each CMFA is mapped to one or two lookup tables (LUTs), and the LUTs are 
connected in series, as shown in Figure 1 (a). This implementation is not efficient in terms of delay and 
power consumption since LUTs are slow and power-consuming. 

Recent FPGAs are equipped with carry-chain modules for fast addition. Figure 2 shows a schematic 
diagram of an accurate 4-bit adder using a built-in carry chain module. The carry-chain module consists 
of four multiplexers and four EXOR gates, and is connected from four LUTs. For accurate addition, 
each LUT is configured to compute EXOR of x and y as follows.

As seen in Figure 2, carry signals go through the carry-chain module. In other words, the carry 
signals do not go through LUTs which are slow and power-consuming. Thanks to the built-in carry-
chain module, addition is computed fast at low power.

In this work, we take advantage of the carry-chain modules in the design of approximate adders.
Figure 3 shows our proposed approximate adder, named carry-chain based carry-maskable adder (CC-
CMA. LUTs labeled P0-P3 and G0-G3 compute Equations (2) and (3), respectively.

(a) 8-bit CMA (b) Carry-maskable full adder
Figure 1. Carry-maskable adder [14]



Similar to the accurate adder shown in Figure 2, carry signals in CC-CMA do not go through LUTs 
but go through fast carry-chain modules when mask is 0. When mask is 1, carry signals do not propagate 
to upper bits, which achieves faster and lower-power computation than the accurate adder at the expense 
of computational inaccuracy.

3. Evaluation

We have designed 32-bit and 64-bit CC-CMAs in Verilog-HDL, and synthesized them for Xilinx 
Artix-7 device with Xilinx Vivado 2019.2. For comparison, we have also designed accurate adders and 
original CMAs [14] in Verilog-HDL. The synthesized accurate adders utilize built-in carry-chain
modules, as shown in Figure 2, while the synthesized CMAs do not. The three adders are compared in 
terms of hardware resources, delay, power consumption, maximum error and average error. Delay,
average error and power consumption are obtained by post-synthesis simulation using the Vivado
toolkit. For 32-bit and 64-bit adders, 100,000 and 1,000,000 random simulations are performed,
respectively. Delay, error and power consumption of CMA and CC-CMA depend on the values of 
masks. Recall that CMA and CC-CMA compute accurately when masks of all bits are 0. When the 
masks of the least significant n-bits are set to 1, the lower n-bits are added approximately, and the upper 
bits are added accurately. In our experiments, we vary the number of lower bits whose masks are set to
1.

(2)
(3)

Figure 2. 4-bit accurate adder using carry chain

Figure 3. 4-bit CC-CMA



3.1. Hardware Resources 

Table 1 compares hardware resources in terms of the number of 6-input LUTs. The original CMAs 
use twice as many LUTs as the accurate adders and CC-CMAs. CC-CMAs are as small as the accurate 
adders, although the functionality of CC-CMAs is more complex.

Table 1. Number of LUTs
Accurate adder CMA CC-CMA

32-bit adders 32 63 32
64-bit adders 64 127 64

3.2. Delay 

Figure 4 shows the delay of the adders. The longest delays among 100,000 and 1,000,000 random 
simulations are shown for 32-bit and 64-bit adders, respectively. For CMA and CC-CMA, the value of 
the mask is varied. The X-axis in the figure shows the number of lower-bits whose mask is set to 1. For 
example, in Figure 4 (a), when the mask is 0, CMA and CC-CMA compute accurately. When the mask 
is 4, the lower 4 bits are computed approximately, and the upper 28 bits are computed accurately.

Figure 4 clearly shows that addition is computed faster when more bits are approximated. The figure 
also demonstrates that CC-CMAs are not efficient because they do not take advantage of built-in carry-
chains.

3.3. Power Consumption 

Figure 5 shows the power consumption of the adders. The original CMAs consume much more 
power than the accurate adders and CC-CMAs. An interesting observation in the figure is that CC-
CMAs consume less power than the accurate adders even in case mask is 0 and CC-CMAs compute 
accurately. Although the Boolean function of CC-CMA is more complex than that of the original CMA, 
the internal signals (e.g., the input signals to the multiplexers) of CC-CMA switch less frequently, 

(a) 32-bit adders (b) 64-bit adders
Figure 4. Delay (ns)



leading to lower power consumption. It is also observed in Figure 5 that the power consumption of 
CMA and CC-CMA decreases as more bits are masked and approximated.

3.4. Computational Errors 

So far, we have seen that CC-CMA computes faster at lower power than the accurate adders. These 
advantages come at the cost of computational error. Table 2 shows the degree of computational errors 
of CMA and CC-CMA. Recall that the functions of CMA and CC-CMA are exactly the same, and 
therefore, the amounts of errors of the two adders are the same.

random simulation. As more bits are masked, the computational error increases.

(a) 32-bit adders

(b) 64-bit adders
Figure 5. Power consumption (µW)



Table 2. Computational errors of CMA and CC-CMA
(a) 32-bit adders

mask 4 8 12 16 20 24 28 32
max

average

(a) 64-bit adders
mask 4 8 12 16 20 24 28 32
max

average
mask 36 40 44 48 52 56 60 64
max

average

3.5. Trade-off between Error, Delay and Power 

From Figure 4 and Table 2, the trade-off between delay and computational error for 32-bit CC-CMA 
can be derived as shown in Figure 6. The figure shows that the delay can be shortened at the cost of 
computational error, but the cost is not low. Also, it is not beneficial to dynamically change the delay 
of adders unless the adders exist on the critical path of the entire circuits.

Figure 6. Trade-off between delay and error for 32-bit CC-CMA

From Figure 5 and Table 2, the trade-off between power consumption and computational error for 
32-bit CC-CMA can be derived as shown in Figure 7. A significant amount of power can be saved at 
the expense of computational error.

Figure 7. Trade-off between power consumption and error for 32-bit CC-CMA



4. Conclusions

In this paper, we have proposed an approximate adder named carry-chain based carry maskable 
adder (CC-CMA) for FPGAs. CC-CMA has a special input signal named a mask to dynamically control 
the computational accuracy. CC-CMA takes advantage of fast carry-chain modules which are equipped 
in modern FPGAs. By using the built-in carry chains, CC-CMA computes fast at low power. The 
experimental results demonstrate the efficiency of CC-CMA compared with an accurate adder and an 
existing carry-maskable adder. In future, we plan to evaluate CC-CMA using real-world applications. 
Also, we plan to develop accuracy-controllable multipliers for FPGAs based on CC-CMA.
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