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Abstract
Emotion analysis with social media is important for many social psychology tasks such as hatespeech
detection. Internet memes comprises of various modalities including textual, visual and audio, multi-
modal information computational processing needs superior methods. Recently, Memotion 2.0 attracted
widespread attention. In this paper, we propose a novel multimodal system to analyze textual- visual
pair information. We choose LSTM and ResNet50 as backbone, then employee late-fusion to fusion two
modalities. In addition, to train network well, we adopt modified offline-gradient-blending strategy to
alleviate overfitting. Our approach achieves good performance in three sub-tasks, ranking 2𝑛𝑑 in Subtask
A, 3𝑟𝑑 in Subtask B, 2𝑛𝑑 in Subtask C.

1. Introduction

Internet media has taken a large part in human life, and internet media platforms such as
facebook, twitter, and weibo contain a large amount of information, which mostly consists of
images and text. People like to express their emotions on social media, which may be humorous
or contain sarcasm, may be offensive, harmful to individuals, governments, organizations, and
races, or motivational. Sentiment analysis of social media can be a good solution to these
problems.

Common text sentiment classification has been relatively improved, such as RNN, LSTM[1],
BERT[2] et al. Multimodal sentiment classification faces a big challenge. The MEmotion task
collects 10K annotated memes online, including images and text information obtained from
image OCR. This data format will make the sentiment information mining more difficult, the text
in the images will generate noise to the image content, and the OCR results are not guaranteed to
be exactly the same as in image. In addition, the relationship between some picture contents and
textual expressions is not very close, which brings trouble to the relationship mining between
modalities. In addition to the semantic information of images, imbalanced dataset also brings
challenges to the final results.

There are three subtasks in Memotion 2.0[3, 4]. Subtask A is overall sentiment (positive,
negative, and neutral) analysis of memes, Subtask B is binary emotion classification from humor,
sarcasm, offensive, and motivational. Subtask B is extended into Subtask C, which is Fine-
grained sentiment classification for four categories. We consider Subtask A as the pretraining
task and Subtask B and C as downsteam tasks.
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Figure 1: An example of Memotion 2.0 dataset(Image, OCR Text, 5 labels)

In this paper, we propose a novel multimodal system to analyze textual- visual pair infor-
mation. We use ResNet-50[5] and LSTM to be backbone and late fusion features extracted
from backbone. We additionally adopt modified offline-gradient-blending(OGB)[6] to alleviate
overfitting. Our contributions are as follows:

• We propose a multimodal information fusion network, which can extract text and image
features well.

• We use modified OGB strategy to train multimodal networks, which alleviate overfitting.
• Experiments show that our model achieves good results in all three subtasks.

2. Background

Analysis of Memotion 2.0 is a part of sentiment analysis.In the field of text-only sentiment
classification, there are many excellent methods, such as RNN, LSTM, Transformer[7] and BERT.
Attention mechanisms are proposed to pay better attention to the contextual information of the
text, and BERT with variants like RoBerta[8] and XLNet[9] are the state-of-the-art methods in
text-only tasks . In the field of image classification, ResNet is the most used backbone, which is
pretrained on ImageNet[10]. However, there is still much to be mined in multimodal sentiment
classification. TFN[11] uses inner product to fuse the features of three modalities. LMF utilizes
a low-rank matrix decomposition of the weights, where each mode is first individually linearly
transformed before multi-dimensional dot product, which can be viewed as a sum of the results
of multiple low-rank vectors, thus reducing the number of parameters in the model. MulT[12]
attends to interactions between multimodal sequences across distinct time steps and latently
adapt streams from one modality to another.

In our work, considering the small dataset, we prefer LSTM to transformer-based models
as textual backbone. ResNet is used to extract image features. Our architecture is light but
effective.



3. Method

3.1. Overview

We proposed a multimodal network, based on pretrained ResNet-50 and LSTM. We regard
TaskA as pretraining task and then finetune it to complete TaskB and TaskC. We also refer to
uni-model architecture and compare the result to multi-model result. As a result, we found that
multi-model can extract features well.

3.2. Uni-model

We experiment with text-only and image-only models for Memotion classification. The result
analysis is justified in subsection 4.2.1

3.2.1. Visual

To extract image feature, we opted for the ResNet-50 architecture, which is the most common
visual backbone. The residual block can avoid network degradation and alleviate gradient
vanishing problems. In the experiment, we use pretrained ResNet-50 from timm1.

3.2.2. Textual

To extract textual features, we refer to two basic language modeling network LSTM and BERT.
LSTM is the variant of RNN, it is mainly to solve the gradient disappearance and gradient
explosion during long sequence training. Bert is the variant of Transformer proposed by Google
research. Through training on huge corpora, Bert achieved state of the art result on many
NLP tasks. For LSTM, we realize it by pytorch, for Bert, we adopted the pretrained version by
HuggingFace2.

3.3. Multi-model

In order to better mining relationship between image and text, we combined two single feature
extraction components into a unified network. For Multi-model design, we just add late fusion
layer to fusion features extracted from visual and textual backbone. Note that we remove
classification layer in ResNet-50 to obtain only convolutions used in extracting the features
from the input image . In addition, we adopted modified offline-gradient-blending strategy to
alleviate overfitting. For TaskB and TaskC we just add four FC layer based on pretrained TaskA
multi-modal network.

3.4. OGB

We add offline-gradient-blending to alleviate overfitting. There are three branches in our multi-
modal network, and overfitting of each branch will happen at different time as well as the

1https://github.com/rwightman/pytorch-image-models
2https://github.com/huggingface/transformers



Figure 2: Overview of multimodal network, including three branches representing fusion branch, visual
branch and textual branch. Test using only the output of fusion branch.

overffiting ratio is also different. Overfiting-to-Generalization Ratio is proposed to measure
overfitting as follows

𝑂𝐺𝑅 = |
Δ𝑂𝑁 ,𝑛

Δ𝐺𝑁 ,𝑛
| = |
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Where 𝐿∗ indicates the validation loss of N epoch, 𝑂 indicates the gap between validation loss
and train loss.

Then compute the weight of each branch loss:
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𝑖 }
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3.5. Objective Function

We sum three branch losses with the weight computed by OGB:

𝐿𝑏𝑙𝑒𝑛𝑑 =
𝑘+1
∑
𝑖=1

𝑤𝑖𝐿𝑖 (3)

4. Experiment

4.1. Experiment setup

4.1.1. Dataset and preprocessing

Our experiments are conducted on the official dataset of Memotion 2.0. The training dataset
consists of 7k human annotated internet memes. Each sample is composed of image and text



extracted from image by OCR as shown in Fig 1. Besides, the class distribution is imbalanced
shown in Table 1, thus we adopt focal loss in our experiments.

For image we use transformers such as random flip and random crop, finally the input
image is resized to 320x320. For text, we padding it to the fixed length 30, and tokenize it by
BertTokenizer additionally in Bert Model.

Table 1
Distribution of data in Subtask A

positive negative neutual
1517 973 4510

4.1.2. Implementation

We conducted our model by pytorch 1.7.1, we use ResNet-50 from timm and Bert-base-uncased
from Huggingface. We set the hyper-parameters manually, the batch-size, epoch, learning rate,
weight decay are 32, 40, 1e-5, 5e-3. The Optimizer is Adam with linear lr decay. We train all
models on a single 2080Ti GPU on Ubuntu system.

4.2. Result

4.2.1. Uni-model and Multi-model

Table 2 contains the comparison between uni-model and multi-model. As expected, multi-
model performance is better than uni-model. The difference between LSTM and BERT is not
remarkable. We conjecture this is due to the small datasets. So in the rest of our experiment,
we choose LSTM to be textual backbone because of limited computation resource.

Table 2
Result of uni-model and multi-model

Modality Model Marcro-F1

Text-Only
LSTM 0.2915
BERT 0.2920

Image-Only ResNet-50 0.3247

Image-Text LSTM-ResNet 0.3344

4.2.2. Modified Online Gradient Blending

Table 3 contains the result of ogb strategy training. At first, we compute the weight by Eq .2,
the weight for fusion branch, visual branch and textual branch weight are 0.22, 0.17, 0.61. The
result shows worse performance than 1: 1: 1. We visualize the loss as shown in Fig 3.

According to Eq .2. G represents the degree to which the validation loss decreases. The
greater the G, the greater the weight, but in this data set, the validation loss has been increasing.
Because of the long-tailed problem, the accuracy has been decreasing, so this formula is not



Table 3
Result of different OGB weight

Method OGB(f : v: l) Macro-F1

LSTM-ResNet-50
1 1 1 0.3450
0.22 0.17 0.61 0.3261
0.50 0.30 0.20 0.3533

LSTM-ResNet-50
(focal loss) 0.50 0.30 0.20 0.3649

suitable. What we need to do is to suppress the growth of validation loss and decrease the gap
between validation loss and train loss. After the analysis, We tried to modify the formula to

{𝑤𝑖∗}𝑘+1𝑖=1 = 1
𝑍

1
𝑂 𝑖2𝐺 𝑖

(4)

which means that the weight is inversely proportional to the degree of increase in the validation
loss, and the calculated weights are 0.5, 0.3, 0.2, and have relatively good results. Additionally,
for the imbalanced dataset, we use focal loss and get the best F1 score in validation set.

Figure 3: validation loss(red) and train loss(blue) of three branches

4.2.3. Final Result

Result is shown in Table 4 , ⋆ indicates our model. Our method gets decent performance
compared with baseline and ranking2𝑛𝑑 in Subtask A, 3𝑟𝑑 in Subtask B, 2𝑛𝑑 in Subtask C.

Table 4
Leaderboard of Memotion 2.0

Ranking Subtask A Subtask B Subtask C

1 0.5318 0.8299 0.5564
2 0.5255⋆ 0.8059 0.5453⋆

3 0.5088 0.767⋆ 0.5443
4 0.5081 0.7690 0.5301

baseline 0.434 0.7358 0.5105



5. Conclusion

In this paper, we proposed a multimodal architecture with modified OGB strategy for Memotion
2.0 tasks. Experiments show that our methods outperform strong baseline in three subtasks. In
addition our score ranks high in the test sets.

For future work, we will try more powerful backbones like ResNext[13], DenseNet[14] in
visual and RoBERTa, XLNet in textual. Strong backbone allows for better extraction of modal
features. For multimodal architecture, we will try joint end-to-end model such as VLBert[15],
VisualBert[16]. At the same time, we find that imbalenced dataset cause low score in subtask
B and subtask C, maybe some strategy to solve long-tailed problem make sence such as loss
function[17, 18] and new architecture like BBN[19].
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