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Abstract
Memes are an important part of the Internet culture and their popularity has increased in the recent
years. Memes can be used to express humor, opinions or to even spread hate and misinformation. Hence,
it is of research interest to analyze them. In this paper, we describe the Memotion 2 shared task, which is
organized as a part of the De-Factify workshop at AAAI’22. The shared task includes study of memes
in three sub-tasks – Task A: sentiment analysis, Task B: emotion analysis, Task C: emotion intensity
detection. A total of 44 teams participated in the Memotion 2.0 shared task, and of them, 8 teams
submitted their predictions on test set for Tasks A an B, and 7 teams for Task C. Use of BERT-like models
was a popular choice to extract text features among the participants. Models like ResNet50, VGG-16,
EfficientNet were used by the participants to extract text features. Most of the systems combine the
modalities (text,image) in a late fusion. The best F1 scores achieved for the Tasks A, B and C are 0.53,
0.82 and 0.55, respectively.
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1. Introduction

The word ‘meme’ was first used by Richard Dawkins in his 1976 book, “The Selfish Gene” [1],
calling it as cultural units that replicate, mutate and evolve. Modern memes are an extension of
the original idea of a meme, but the mode of spread is through online platforms. Memes have
become a very popular mode of broadcast and communication over social media platforms these
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days. The usage of simple language to convey a message resonates with the general public,
and the reach for such posts is humongous. There is a psychological side of this phenomenon
of rapid sharing of memes. [2] examined responses of individuals towards Internet videos,
memes and found that strong affective responses to a video reported greater intent to spread it
across social platforms. Usually the content of a meme is derived from day-to-day activities,
college life, work environment, food, relationships, etc. Therefore, people develop more affinity
towards such posts that explains the reason behind the viral reach of memes across countries in
a shorter span of time.

The study of evolution of memes over the last ten years helps us to also understand the
changes in online culture. Initially, memes served as an expression of an individual’s take on
a subject with some humor and little sarcasm. Because of the freedom that one enjoys while
creating memes, they were then used to vent one’s feelings on socio-political issues. Currently,
we are in a stage where the memes are being used by social media users to share their opinions
on any topic, which further helps them connect with millions of people all over the globe.
Memes are succinct and explicit in their messages. A flip side of this powerful medium is that
it is being misused to spread hatred in the community. The work by Moody and Church [3]
analyzes the role that Facebook meme pages and trolls had in the 2016 US Presidential Elections.
There has been an increase in the number of online abuses, especially on the oppressed and
weaker sections of the society. [4] shows that many Internet memes featuring fake news are
specifically directed with political agendas by agencies. An article [5] unpacking the vulgarity
of Internet memes targeting aboriginality in relation to skin colour and other racist stereotypes,
is a reminder to the research community that identifying and preventing toxic news present in
social media is necessary. Recently, a few models have been proposed to detect harmful memes
and their targets [6, 7]

This paper presents the findings of the shared task Memotion 2, which was organized as
part of the workshop “Defactify - A workshop on Multimodal Fact-Checking and Hate Speech
Detection” at AAAI 2022. Our work is an attempt to leverage the information present in Internet
memes and encourage research teams to develop robust computational methods to classify the
sentiment, emotion and emotion intensity of multi-modal posts (memes) accurately.

2. Related Work

Mining and understanding social media content has become a very significant task in recent
times. There exists an abundance of data in different forms and tenor. Extracting this information
can help examine diffusion, recommendations, analyze behaviour, etc. This ever-growing flow
of diverse content has attracted researchers to several applications using online data, one of
of which is sentiment and emotion analysis. The task aims to identify and quantify subjective
information from given data. Most of the studies in this area focus on collecting relevant
public data and applying it to binary, polarity or scale based classification task [8]. Some of
the notable contributions include textual and multi-modal datasets [9] [10] [11], workshops
[12], and modelling approaches [13]. The second aspect is hate speech detection. Automation
of such a task is challenging because of the vast variety of content and the blurry line between
hate and free speech. Research towards hate speech detection presents workshops [14] [15]



Figure 1: In the dataset, this meme is labelled as having neutral sentiment and emotions are funny, little
sarcastic, slightly offensive and not motivational. For Task A, the predicted sentiment should be neutral.
For Task B, the emotions predicted will be funny, sarcastic, offensive and non motivational. In
Task C, we expect the system to predict the intensity of each emotion i.e for this meme, the predictions
should be funny, little sarcastic, slightly offensive and not motivational. Refer to [31] for more
details on the dataset.

and tasks with multi-lingual [16] [17] [18] and multi-modal [19] [20] data [21] [22]
An extensive amount of multi-modal social media data is in the form of memes. The attention

to understanding and extracting sentiment, emotion and profanity from memes is growing.
Meme analysis highlights the importance of considering both visual and textual cues to under-
stand the context, offensiveness, humour, etc. The previous iteration of our task – Memotion
1.0 [23] provided an annotated dataset with labels capturing humour, sarcasm and hate speech.
Other significant work in this area is from the Hateful memes challenge by Facebook [24],
the MultiOFF dataset [25] and other such tasks [26, 27]. These tasks have brought attention
to analysis of memes and (CNN, BERT, CLIP etc. based) multi-modal modelling approaches
[6, 28, 29, 30].

3. Task Details

The idea behind the shared task is to facilitate the research community to analyze memes across
multiple dimensions.

3.1. Tasks

We conduct and evaluate participants in three tasks:

• Task A: Sentiment Analysis - The task is to classify a given meme’s sentiment as
positive, negative or neutral.



• Task B: Emotion Classification - Identifying particular emotions associated with a
given meme is the motive of this task. The system/model should indicate if the meme is
humorous, sarcastic, offensive and motivational. A meme can belong to more than one
category.

• Task C: Scales/Intensity of Emotion Classes - As humans, we express the same
emotion in different levels of intensity . Hence, the third task is to quantify the extent to
which a particular emotion is being expressed by a given meme. Different intensities of
each emotion are:

– Humour: Not funny, funny, very funny and hilarious
– Sarcasm: Not Sarcastic, little sarcastic, very sarcastic and extremely sarcastic
– Offensive: Not offensive, slightly offensive, very offensive and hateful offensive
– Motivation: Not motivational, motivational

Tasks A, B and C are explained using the meme in Figure 1.

3.2. Dataset

The tasks were conducted as a part of Memotion 2 [31]. The memes were collected from various
public platforms like Reddit, Instagram, etc. and annotated with the help of Amazon Mechanical
Turk workers. The dataset consists of 10,000 meme images divided into a train-val-test split
with 7000-1500-1500. Each meme is annotated for its overall sentiment, emotion and scale of
each emotion. Images also have their corresponding OCR text extracted with the help of Google
Vision APIs. For a detailed data description, please refer to [31].

3.3. Evaluation

The challenge involves three tasks, with Task A being a multi-label classification problem of
identifying a sentiment (positive, neutral or negative) for a meme. Tasks B and C both are
multi-label classification problems of emotion detection. Scoring is done for each task separately,
and separate leaderboards are generated. For each task, we use weighted average F1 score to
measure the performance of a model. The participants had access to only train and validation
set. They were asked to submit a maximum of 3 submissions on the test set for each task, the
best of which was selected as part of leaderboard.

3.4. Baselines

The baseline models for the tasks were created by keeping in mind the multi-modal nature
of the dataset. BERT was used to extract text features from the OCR text for each meme and
ResNet-50 for image features from the meme image. The features were then concatenated and
passed on to a classification head to predict labels for each task For more details about the
baseline, please refer [31].



Rank. Team F1 - Scores
1 BLUE [46] 0.5318
2 BROWALLIA [38] 0.5255
3 Yet [42] 0.5088
4 Little Flower [45] 0.5081
5 Greeny 0.5037
6 Amazon PARS [51] 0.5025
7 HCILab [32] 0.4995
8 weipengfei 0.4887
9 BASELINE 0.4340

Table 1
Leaderboard of teams on Task A: Sentiment Classification. All the teams cross the baseline.

4. Participating systems

Total 44 teams participated in the shared task, out of which 8 teams submitted their results for
Tasks A and B, and 7 teams submitted papers for Task C. We received 6 system description
papers. In this section, we provide a summary of the methods that the teams used.

HCIlab [32] used EfficientNet-v2 [33] for learning image embeddings and RoBERTa [34] for
learning text embeddings. These embeddings were fused using a multihop attention mecha-
nism [35], which as followed by a fully connected layer and a classifier. They also use auto
augmentation [36] and CCA [37] to improve performance of their system.

BROWALLIA [38] used ResNet50 [39] and LSTM [40] to extract image and text embeddings,
respectively. These embeddings are concatenated and given to a classifier. Further, they use
offline-gradient-blending [41] to decrease overfitting. In this, they calculate the Overfiting-to-
Generalization ratio and use it to weigh the loss function.
Yet [42] used VGG-16 [43] to extract image features and GloVe [44] followed by LSTM [40]

to extract text features. These features are fused using fully-connected layers.
Little flower [45] used VGG-16 [43] followed by multi-head attention and dense layer along

with residual connections to extract image features. For extracting text features, they used
BiLSTM [40] followed by attention mechanism and fully-connected layers along with residual
connection. The text and image features are concatenated in a late fusion. To get the final
prediction, they used an ensemble method. Further, they used a weighted loss function to
account for class imbalance.

BLUE [46] used a 3-branch network, where the branches use EfficientNetV4 [47], CLIP [48]
and sentence transformer [49] respectively, for feature extraction. These features are given to a
multi-task transformer encoder which makes the prediction. They trained the models using
CORAL [50] loss function to predict the intensity of emotions.

Amazon PARS [51] used VisualBERT [52] to extract image features and BERT [53] to extract
text features. These features are fed to a transformer. The transformer is trained in a two stage
[54] multi-task manner, where the predictions of task B are fed to predict on Task C.



5. Results

Table 1 shows the leaderboard for Task A. All the participating teams managed to cross the
baseline score for this task, with the relative increment between 12.6% and 22.5%. A top score
of 0.5318 is achieved by BLUE [46] at an increment of 22.53% from the baseline score of 0.4340.
The second top team, BROWALLI [38], is not far behind with a score of 0.5255, which is 21.08%
increment from the baseline score. The remaining teams perform comparably with a small
difference in their scores.

Rank. Team F1 - Scores
H S O M Overall

1 Little Flower
[45]

0.9384 0.819 0.5540 0.9800 0.8229

2 BLUE [46] 0.9384 0.8183 0.4873 0.9797 0.8059
3 BROWALLIA

[38]
0.9086 0.6705 0.5089 0.9800 0.7670

4 Amazon PARS
[51]

0.9173 0.6282 0.5321 0.9658 0.7609

5 HCILab [32] 0.9124 0.5484 0.5247 0.9800 0.7414
6 BASELINE 0.7944 0.6575 0.5346 0.9575 0.7358
7 weipengfei 0.9384 0.3623 0.4862 0.9790 0.6915
8 Yet [42] 0.9384 0.0386 0.4853 0.9800 0.6106
9 Greeny 0.9384 0.0386 0.4853 0.9800 0.6106

Table 2
Leaderboard of teams on Task B: Emotion Classification {H:Humor, S:Sarcasm, O:Offense, M:Motivation}.
The teams are ranked by their average F1 scores (overall) across all the four emotions. Motivation
emotion is the easiest to detect while offense is the most difficult to detect.

Table 2 shows the leaderboard for Task B. Five teams managed to cross the overall baseline
score, whereas three teams could not cross the baseline. The maximum scores for Humor,
Sarcasm, Offense, and Motivation are 0.9384, 0.8190, 0.5540, 0.9800, respectively, which are at an
increment of 14.41%, 16.14%, 1.94%, 2.25% from the baseline scores of each emotion, respectively.
The overall top score of 0.8229, with an increment of 8.71% from baseline score of 0.7358, is
achieved by Little Flower [45]. We can see that the ‘Motivation’ class is the easiest class to
detect. Humor is also easy to detect, possibly because most of the memes are meant to be funny.
Sarcasm is the hardest to detect and its scores vary considerably, whereas for other classes, the
teams’ scores are closer to each other.

Table 3 shows the leaderboard for Task C. Four teams cross the overall baseline score for
this task, and four teams are below the baseline. The maximum scores for Humor, Sarcasm,
Offense, and Motivation are 0.4611, 0.3083, 0.5275, 0.9800, respectively which are at an increment
of 37.69%, 21.74%, 9.94%, 2.349% from the baseline scores of each emotion, respectively. The
overall top score of 0.5564, with an increment of 9% from baseline score of 0.5105, is achieved by
Amazon PARS [51]. The performance on ‘Motivation’ is much higher than on other emotions
because motivation has only 2 intensities whereas other emotions have 4 intensities. All the
teams perform poorly when detecting the intensity of sarcasm, which shows that most neural
models fail to understand sarcasm. The best overall score is 0.554, which shows that there is a



Rank. Team F1 - Scores
H S O M Overall

1 Amazon PARS
[51]

0.4598 0.2979 0.5021 0.9658 0.5564

2 BROWALLIA
[38]

0.4508 0.2230 0.5275 0.9800 0.5453

3 BLUE [46] 0.4036 0.3083 0.4850 0.9800 0.5443
4 HCILab [32] 0.4212 0.2109 0.5144 0.9740 0.5301
5 BASELINE 0.3349 0.2533 0.4799 0.9575 0.5105
6 Yet [42] 0.4552 0.1194 0.4853 0.9800 0.5100
7 weipengfei 0.4611 0.0869 0.4862 0.9790 0.5033
8 Greeny 0.4435 0.0271 0.4853 0.9800 0.4840

Table 3
Leaderboard of teams on Task C: detection of intensity of emotion {H:Humor, S:Sarcasm, O:Offense,
M:Motivation}. The teams are ranked by average F1 scores (overall) across all the four emotions. Intensity
of sarcasm is by far the most difficult to detect. Motivation has only two intensities as opposed to four
intensity levels for other emotions.

lot of scope of improvement.
Four teams, namely, BLUE [46], HCIlab [32], Amazon PARS [51], and BROWALLIA [38];

crossed the baseline scores for all the three tasks. Since Task B is amulti-task binary classification
task, its results are better than those of Task A, which is a multi-class classification task. Results
are better on Task B than Task C, because Task C is more fine grained.

6. Conclusion and Future Work

In this paper, we report the findings of the Memotion 2. We see that all the teams used deep
learning based architectures, and most of the teams use BERT based models to extract language
features. On the other hand, we see more variety in models used to extract image features
(VGG, ResNet, EfficientNet, etc). Further, most systems use late fusion to combine image and
text modalities. The best results on Task A (Sentiment Analysis), Task B (Emotion detection),
and Task C (Emotion Intensity Detection) are 0.53, 0.82, 0.55, respectively, which shows that
there is a large scope of improvement. We also find that detecting the intensity of sarcasm is
very difficult for neural systems.

Future work could involve adding more data and/or more languages. On the model side,
learning joint embedding or early fusion of modalities could be interesting directions. Memotion
analysis is a relatively new problem and is far from completion. We hope our work attracts
more research attention towards the analysis of memes.
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