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Abstract
Violent incident detection is a new task in recent years. Violent content on social networking platforms
harms people’s psychology but also helps people track and prevent incidents that are happening in time.
The DAVINCIS@IberLEF 2022 shared task is a natural language problem that aims to detect violent
incidents on Spanish tweets. In this task, we participated in subtask 2, namely, violent event category
recognition via multi-class multi-label classification. We built a framework based on prompt learning
and AsyLoss to solve the problem of data imbalance in the dataset. In order to enhance the performance
of classification, we built an extra feature extraction module to enhance the feature extraction capability
of the framework, and then we fused those different features in the multi-label classification module In
the final phase of subtask 2, our approach achieves the best results.
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1. Introduction

Violence has a significant negative impact on those who witness or experience violence which
includes a high incidence rate of depression, anxiety, post-traumatic stress disorder [1]. The
government is responsible for ensuring the safety of the people, but violent incidents will
directly and seriously endanger the safety of the people. For ongoing violence, timely violence
detection can provide the public sector with the conditions for rapid response. Therefore, timely
violence detection and monitoring are of great significance to society, the government and the
people. Twitter has gradually become one of the most popular social networking platforms
in the world. Every day, a large number of tweets are published in real-time, including news,
personal views and experience sharing, which brings urgent needs to the task of violence
detection and monitoring, and also can help to achieve timeliness. However, traditional event
detection is usually accomplished after event trigger extraction, therefore, the short text of
tweets presents a challenge to traditional event detection.

IberLEF 2022 organized a Spanish twitter violence detection and monitoring task called DA-
VINCIS [1]. The task includes two subtasks: (i) violent event identification, which determines
whether a given tweet is related to a violent event according to the content of the tweet; (ii)

 IberLEF 2022, September 2022, A Coruña, Spain.

∗Corresponding author.
© 2022 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


violent event category identification, which determines whether the tweet belongs to an accident,
murder, non-violent event, robbery, and kidnapping according to the content of the tweet. In
particular, different from the traditional event detection methods that need trigger words,
subtask 2 is set as a text multi-label multi-classification task according to the characteristics
of tweets. Based on prompt learning, our model uses Bidirectional Long Short Term Memory
(Bi-LSTM) and Convolutional Neural Network (CNN) to learn context features, and label-text
further attention. In addition, we deployed AsyLoss as the model objective function for the case
of data imbalance. Our method works best. In this report, we will review the solutions to this
task. An example of the numbered list is as follows.

2. Related Work

Violence detection is a new task emerging with the rise of social networks. Nowadays, many
countries in the world require that if the content published by users on social networking
platforms contains bad speech information about violence, the content should be restricted or
filtered in time to avoid adverse effects. At the same time, timely detection of accidents in the
community can effectively prevent further development of the situation. This task is usually set
as text or image classification, Yuvaraj et al. [2] used Artificial Neural Network (ANN) and Deep
Reinforcement Learning (DRL) method to classify Cyberbullying in social network text. Won et
al. [3] used ResNet to detect and perceive violence of pictures on social networks. In addition,
Lam et al. [4] proved that using both images and text as input is better than a single of them.
Spanish is one of the three languages most used on social media. In recent years, there have
been many studies on violent content detection in Spanish, Plaza-Del-Arco et al. [5] based on a
dictionary, detect misogyny and xenophobic violence in Spanish tweets via supervised deep
learning. Schick et al. [6] used vocabulary resources to detect aggression in Mexican Spanish
tweets.

Multi-label Classification is an extension of Single-label Classification. Most studies are based
on Pre-training language models such as Bert [7]. For multi-label classification, the simplest
solution is to set a binary classifier for each label. Xiao et al. [8] proposed that acquire labels’
representation by embedding, and then fusing them with word embedding as the input of the
classifier can achieve better results. For the potential relevance of labels in multi-label tasks,
Xiao et al. [8] and Pal et al. [9] used the label-aware attention method to improve the prediction
accuracy of combinations between labels, Zhang et al. [10] used multi-task learning to find the
relationship of labels.

Fine-tuning with pre-trained language model (PLM) is now a common method in NLP tasks.
However, in the case of some low resources and little information contained in the data, fine-
tuning cannot performwell in the downstream tasks. So, a new training mode – Prompt learning
came into being. Instead of adapting the PLM to downstream tasks, prompt learning reformats
downstream tasks, makes the PLM more like solving tasks with the help of text prompts. Simply
put, Huerta-Velasco et al. [11] redefines the input examples as cloze style phrases to help the LM
understand a given task. These phrases are then used to assign soft labels to a large number of
unlabeled corpus, and finally perform standard supervised training. This method canmanipulate
the behavior of the model so that the LM itself can be used to predict the desired output. The



advantage of cue learning is that given appropriate cues, the LM solves a large number of
tasks through pre-training. Recent research on Prompt-learning is like Automatic-prompt [12]:
Methods for automatically creating prompts for various tasks; Continuous-prompt [13]: Solve
the problem that discrete prompts will modify model parameters, etc.

3. Dataset

The data sets of subtasks 1 and 2 are trained and validated by the same corpus. The number
of training samples is only 3360. Subtask 1 is a binary classification task, and each text is
marked as related to or not related to violence. The distribution of the two labels tends to be
1:1. However, as an extension of subtask 1, labels in subtask 2 include Accident, Homicide,
Non-Violent-incident, Robbery and Kidnapping. Except for ”non-violent incidents”, other labels
are subdivisions of the labels belonging to violent incidents in subtask 1, which will bring
challenges of data imbalance.

Table 1
The number of labels in the training set of DAVINCIS subtask 2.

Label ID Category Training Set Co-present Labels

0 Accident 1124 1
1 Homicide 206 0,3,4
2 Non-Violent-incident 1798 -
3 Robbery 179 1
4 Kidnapping 45 1

Table 2
The number of labels in the validation set of DAVINCIS subtask 2.

Label ID Category Training Set Co-present Labels

0 Accident 11 -
1 Homicide 5 4
2 Non-Violent-incident 27 -
3 Robbery 5 -
4 Kidnapping 2 1

We analyzed the label distribution of subtask 2 in the DA-VINCIS dataset, as is shown in
table 1 and table 2, we found that the dataset had the following data imbalances [14]: (1) the
distribution of labels is unbalanced; (2) the combination of labels is unbalanced; (3) the interior
of labels is unbalanced. At the same time, we found that the labels are not only related to the
described event, but also related to the context, and dev set has multi-label combination sample
that is not found in the train set. Therefore, in order to obtain better performance, we need the
model not only to be able to learn text features well, but also to have the ability to learn with
few-shot learning and zero-shot learning.



4. Methodology

The framework we propose mainly consists of three parts, namely prompt learning module,
feature extraction module and multi-label classification module. In the first part, we transform
the multi-label classification problem into the span prediction problem with prompt learning
that jointly captures the relevant semantic representation of input text and label tokens. In
the second part, we extract and fuse the context feature and local feature of the representation
input text. In the last part, we combine all the features learned in the previous part as input of
the classifier, then perform the multi-label classification.

4.1. Prompt learning module

Prompt learning is more similar to the task of pretrain language models (PLM), which can
decrease the gap of training objectives between PLMs and downstream fine-turnings, and can
also utilize more knowledge PLMs learned. Many works of prompt learning would transform
problems as MLM tasks, e.g., for subtask 1, we can reconstruct the input text as: “𝑥, violence is

to this sentence”, and ask PLMs to fill the blank as ‘relevant’ or ‘irrelevant’. In this way to
build prompt for subtask 2, we must build as many prompts as labels and can implement them
in two ways: (i) combine the prompts into one; (ii) perform 𝑁 times prediction with 𝑁 prompts
for each sample. However, this kind of prompts are inefficiency for multi-label classification
in subtask 2. The first method brings too many duplicate prompt tokens and occupies a lot of
input space in PLMs that makes the problem complicated. The second method takes longer to
compute.

Figure 1: 𝑥 is the origin input text sequence; orange or blue fonts are prompts.

As is shown in Figure 1, different from the transformation of binary classification into prompt
learning, we transform subtask 2 into a span prediction problem. For instance, we use specific
tokens to represent labels: ’Accident’, ’Asesinato’, ’Paz’, ’Robo’ and ’Secuestro’ correspond
to Accident, Homicide, Non-Violent-incident, Robbery and Kidnapping labels. To adapt the
dictionary of PLM and to make the non-violent labels more distinct from other labels, especially,
we take ‘Paz’(peace) as the non-violent-incident label’s token which has a large semantic space
distance from the other four label tokens. Following SpanEmo [15], we adopt a weak prompt
that mainly consists of label tokens. To be specific, we transform the input text 𝑥 into x̂ =



accidente asesinato paz robo o secuestro? 𝑥, which is prompt “Accident murder peace robbery
or kidnapping? 𝑥 ” in Spanish. We get text and label token representation via BETO [16], a
BERT based Spanish PLM. For an origin text input 𝑋 = {𝑥1, 𝑥2, …, 𝑥𝑛}, the prompt would be
�̂� = {𝑦1, 𝑦2, … , 𝑦4, 𝑝1, 𝑦5, 𝑝2, 𝑥1, 𝑥2, … , 𝑥𝑛}, where 𝑝𝑖 ∈ 𝑃 is prompt token, and 𝑦𝑗 ∈ 𝑌 is label token.

The input of BERT needs its’ special tokens: [CLS] and [SEP]. Formally, we let the token se-
quence {[𝐶𝐿𝑆], 𝑦1, 𝑦2, …, 𝑦4, 𝑝1, 𝑦5, 𝑝2, [𝑆𝐸𝑃], 𝑥1, 𝑥2, …, 𝑥𝑛, [𝑆𝐸𝑃]} as input of PLM, and then we get
the representation of the token sequence {ℎ[𝐶𝐿𝑆], ℎ𝑦1 , … , ℎ𝑥𝑛 , ℎ[𝑆𝐸𝑃]}, each token representation
ℎ𝑖 ∈ ℝ𝑘, where 𝑘 indicates the feature size of PLM output. Next, we extract the required labels’ to-
ken representation 𝐻𝑌 = { ℎ𝑦1 , ℎ𝑦2 , … , ℎ𝑦5} and text token representation 𝐻𝑋 = { ℎ𝑥1 , ℎ𝑥2 , … , ℎ𝑥𝑛}.

It’s worth noting that the prompt mentioned above is naturally suitable for multi-label
classification, for we can get label representation from that way, besides, the model can learn
label-wise attention, label-text attention, text-label attention. Co-occurrence information on
labels would be learnt by PLM as label-wise attention.

4.2. Feature extraction module

Context feature learning: To get more context information in input text for the model, we
employ a bidirectional LSTM [17] layer to learn the context feature in the text representation
𝐻𝑋. At the time-step 𝑡 in LSTM the hidden state 𝑔𝑡 ∈ ℝ𝑘 updated with the current input and the
(𝑡 − 1)th step hidden state:

→
𝑔𝑡 = 𝐿𝑆𝑇𝑀 (

→
𝑔𝑡−1, ℎ𝑥𝑡−1) (1)

←
𝑔𝑡 = 𝐿𝑆𝑇𝑀 (

←
𝑔𝑡−1, ℎ𝑥𝑡−1) (2)

where 𝑔𝑡, 𝑔𝑡 ∈ ℝ𝑘, indicate two different direction of LSTM hidden state at the time-step 𝑡
respectively. Then we can get 𝐺 ∈ ℝ𝑛×𝑘, the text representation with context information, where
𝑛 is the length of text:

←
𝐺 = (

←
𝑔1,

←
𝑔2, … ,

←
𝑔𝑛) (3)

→
𝐺 = (

→
𝑔1,

→
𝑔2, … ,

→
𝑔𝑛) (4)

𝐺 = (
→
𝐺,

←
𝐺) (5)

Label-Text Fusion with Context Information Injecting: To adapt the task of the prompt
learning: predicting the probability of right label tokens, we first incorporate the context feature
learn from Bi-LSTM into label representation via dot product:

𝐷 = 𝐺𝐻 𝑇
𝑌 (6)

where 𝐷 ∈ ℝ𝑛×5. Then we utilize CNN to extract label-word co-relation feature with ReLU
activation and max-pooling in the function Φ, and we get a vector 𝑎 ∈ ℝ5 which contents a
measure of each label associated with the input text:



𝑎 = 𝑡𝑎𝑛ℎ (Φ(𝐷)) (7)

4.3. Multi-label Classification module

We use a Fully Connected Layer (FC) as our framework’s classifier after fusing the features
we learnt in section 4.1 and section 4.2. To be specific, we take 𝑎 as an attention score vector
and we built the input of Fully Connected Layer 𝐾 after finding the cross product of the labels’
token representation 𝐻𝑌 and 𝑎:

𝐻
′
𝑌 = 𝐻𝑌 × 𝑎 (8)

𝐾 = 𝐻𝑌 + 𝐻
′
𝑌 (9)

Finally, we obtain the label prediction from the formula as follows:

̂𝑦 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝐹𝐶(𝐾)) (10)

where ̂𝑦 ∈ ℝ5 contains prediction of 5 labels. Note that we employ a sigmoid function to
determine whether the 𝑙𝑎𝑏𝑒𝑙𝑖 is predicted by the rule: ̂𝑦𝑖 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.5.

4.4. Asymmetric Loss

We use Asymmetric Loss [18] as the loss function, the formula is as below:

𝐴𝑆𝐿 = { 𝐿+ = (1 − 𝑝)𝛾+ + log(𝑝)
𝐿− = (𝑝𝑚)

𝛾− + log (1 − 𝑝𝑚)
(11)

where 𝑝 is the prediction probability, 𝛾− and 𝛾+ is the positive and negative focusing parame-
ters respectively, and set 𝛾− > 𝛾+ to emphasize the contribution of positive sample. In addition,
𝑝𝑚 is the shifted probability which performs hard thresholding of very easy negative samples
that can discard negative samples with very low probability in training.

5. Results and discussion

Due to the limitation of submission and time, we just submitted three results in Final Subtask
2. The task result was measured by the macro-F1 score, two of our submissions had the
best performance among the participants. In order to tackle the noisy dataset problem, we
tried to introduce FGM [19] to improve model robustness and generalization, but it brings an
unsatisfactory result. Comparison of the baseline and our methods is shown in table 3.

Note that Label-Correlation Aware Loss (LCA) is proposed by Yeh et al. [20], which is
implemented with binary cross-entropy (BCE). Because of similar performance, we analyze
the result rationality of the two best methods in Table 4. It’s intuitively obvious that label
2 (non-violent-incident) and other labels are mutual exclusion, so we counted the number
of predictions of label 2 and its co-occurrence with other labels. We found that the method



Table 3
Results of methods on DAVINCIS subtask 2.

Method Macro-F1 Recall Precision

Baseline 0.4981 0.46 0.57
Prompt+LCA Loss+FGM 0.509469 0.541333 0.489858

Prompt+BiLSTM+LCA Loss 0.551313 0.581856 0.542372
Prompt+BiLSTM+CNN+AsyLoss 0.554281 0.562260 0.550030

Table 4
Statistics for label 2 in the prediction results of the two optimal models.

Method Total Non-Exclusive Reasonable Rate

Prompt+BiLSTM+LCA Loss 747 65 0.9130
Prompt+BiLSTM+CNN+AsyLoss 774 87 0.8876

with LCA brings a result more in accordance with the actual situation, thus, it is necessary to
introduce LCA or a module to learn label relation based on the importance of label relation in
the dataset.

6. Conclusion

In this paper, we introduce a multi-label classification framework based on prompt learning.
We built a module for context feature and local feature extraction and fusion based on Bi-LSTM
and CNN. We utilize AsyLoss as our loss function to alleviate data imbalance. Our method
achieves the best result in subtask 2 of DAVINCIS@IberLEF 2022. In addition, we analyze the
rationality of results by different methods and find that it is necessary to introduce a module
for learning labels relation in multi-label classification. In future work, we will focus on the
ensemble of multi-label classification and labels co-occurrence prediction.
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