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Abstract
In recent years sexism has become an increasingly significant problem on social networks. In order to
address this problem, the sEXism Identification in Social neTworks (EXIST) challenge has been launched
at IberLEF in 2021. In this international benchmark, sexism detection is formulated as a Natural Language
Processing (NLP) task with the aim to automatically identify sexism in social media content (binary
classification) and to classify statements into different categories such as dominance, stereotyping or
objectification. In this paper we present the contribution of team AIT_FHSTP for the EXIST challenge at
IberLEF in 2022. To solve the two related tasks we applied two multilingual transformer models, one
based on a multilingual BERT and one based on an XLM-RoBERTa architecture, and a monolingual
(English) T5 model. Our approach uses two different strategies to adapt the transformers to the detection
of sexist content: first, unsupervised pre-training with additional data and second, supervised fine-tuning
with additional as well as augmented data. For both tasks the XLM-RoBERTa model, which applies
a combination of the two strategies, outperforms the other two models. The best run for the binary
classification (task 1) achieves a macro F1-score of 74.96% and scores the 26𝑡ℎ rank in the benchmark;
for the multi-class classification (task 2) our best submission scores the 13𝑡ℎ rank with a macro F1-score
of 46.75%.
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1. Introduction

Discriminatory views and statements in particular against women are unfortunately a common
phenomenon in online and social media. Typically, this is often an indica25tion of other toxic
content categories such as hate speech [1] or disinformation [2]. Detection of such comments is
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challenging, since sexism and misogyny may appear in various forms and differ over language
and cultural barriers. The shared task on sEXism Identification in Social neTworks (EXIST) at
IberLEF 2022 [3] provides a systematic benchmark for the structured evaluation of machine
learning and/or natural language understanding approaches. The benchmark covers a wide
spectrum of sexist content and aims to differentiate different types of sexism. It incorporates
English and Spanish content from Twitter and Gab, as well as the categorization that was
provided by experts in gender issues. This paper presents our contribution to the benchmark,
describes our approach and summarises the obtained results for both tasks, i.e., the binary
sexism identification task (task 1) and the sexism categorization task (task 2). Our specific
approach is characterized by a comprehensive use of data augmentation and the integration of
external (unlabeled) data to make the classification models more robust. In order to account
for the bilingual dataset we employ multilingual models (except for T5, which is monolingual).
Our paper is structured as follows: Section 2 describes our methodological approach with a
focus on the employed datasets and models. Our experimental setup is outlined in Section 3,
which is followed by the presentation of the results (Section 4) as well as the discussion and
final conclusions (Section 5).

2. Method

The methodological approach follows the same structure as presented in [4] and is based
on the EXIST2022 benchmark dataset, which contains 11,345 instances of annotated social
media messages. The EXIST2022 dataset is approximately 4,000 instances larger than the
previous dataset from 2021. Nevertheless, the dataset is rather small for training complex NLP
models. This circumstance is mitigated by applying pre-trained transformers, which have
been subsequently fine-tuned on the EXIST2022 dataset. Due to this approach, we achieve
competitive results even on low-resource data. Following our successful strategy of the last
challenge ([4]), we employ this time different transfer learning strategies. We apply three
pre-trained transformer models: multilingual BERT (mBERT) [5], XLM-RoBERTa (XML-R) [6]
and T5 [7]. Our last year’s contribution to the benchmark yielded the 3𝑟𝑑 best team result with
different data augmentation strategies [4]. This year we adapt these strategies and enhance them
with an even larger set of extended datasets in the field of hate speech and sexism detection for
pre-training and fine-tuning transformer models. In this paper we use the term “pre-training”
to refer to the unsupervised re-training of a transformer model and “fine-tuning” to refer to
the supervised training for the specific classification task. Our respective strategies are the
following:

• Pre-training strategy: Pre-trained models, which are usually pre-trained on large
generic datasets, often overfit on small datasets [8]. Therefore, we experiment with
pre-training available models with task-specific data.

• Fine-tuning strategy: To use the pre-trained models for the given downstream task, the
models have to be trained (i.e. fine-tuned) on labeled task-specific data. This can be done
either on only the upper layers or all layers of the transformer model.



Table 1
Additional datasets used for pre-training and/or fine-tuning

dataset name pre-trainig fine-tuning Source
EXIST2022 (equals EXIST2021 training data) YES YES [9]
Call me sexist but (CMSB) YES YES [10]
Sexismo en código binario (SCB) YES YES [11]
MeTwo YES YES [12]
SexismOnTwitch (SOT) YES NO [13]
Sexist Stereotype Classification (SSC) YES NO [14]
Sexist Workplace Statements (ISEP) YES NO [15]
Urban Dictionary definitions dataset
for misogyny speech detection (MTM)

YES NO [16]

HatEval2019 YES NO [17]

A more detailed description of the implementation of the strategies is provided in Section 3 and
the results obtained with these approaches are presented in Section 4.

2.1. EXIST2022 Data

The EXIST2022 dataset includes postings from social media platforms such as Twitter and Gab,
as well as annotations for different categories of sexism. The dataset is split into train and
test partitions. The training set consists of 11,345 instances in English (5.644) and Spanish
(5.701) language. The test set contains 1.058 instances (526 English and 532 Spanish postings).
Each data instance is assigned a binary label (for task 1) indicating whether it is sexist or
non-sexist. In addition, a multi-class categorization is provided for task 2: ideological-inequality,
objectification, stereotyping-dominance, misogyny-non-sexual-violence, sexual-violence, non-sexist.
We additionally augmented the EXIST2022 dataset and additional datasets by translating each
post into the respective other language (i.e., from English to Spanish and vice versa). Due to
this procedure, an English and a Spanish version of each dataset was created. The online tool
DeepL (https://www.deepl.com/translator) was used for this purpose.

2.2. External Data

Data augmentation is one of the two strategies being pursued with our contribution to the
challenge. In addition to the EXIST2022 dataset provided by the organizers, we pre-train different
models on additional datasets which are semantically related to the EXIST2022 dataset. The
intention is to learn additional patterns from semantically similar texts and tasks and to transfer
them to the EXIST tasks. We conduct experiments using several additional datasets for pre-
training and fine-tuning, which are shown in Table 1.

2.2.1. Datasets for Pre-Training and Fine-Tuning

• CMSB is an English dataset that is an aggregation of three different datasets, consisting
of three types of content: social media posts (tweets), psychological survey items and
synthethic adversarial modifications of both. More precisely, the Twitter data can be
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divided into three further datasets including: the hostile sexism dataset [18], the benevolent
sexism dataset [19] and the call me sexism dataset [20] which has been collected by the
authors. The entire dataset contains 13,634 tweets.

• SCB the information on this Spanish dataset consisting of about 5520 instances, was
retrieved from Twitter and then manually classified according to the presence of violent
and misogynistic content.

• MeTwo is a Spanish dataset that consists of 3,600 tweets that can be used to detect sexist
innuendo, behaviors, and expressions. The labels of the tweets are: SEXIST, NON_SEXIST
and DOUBTFUL. The original dataset consists of tweet-IDs labeled as status_id and the
associated label for the category. Content and metadata of the corresponding tweets were
provided by the creator of the dataset upon request.

2.2.2. Datasets for Pre-Training Only

• SOT is a Spanish dataset that contains comments which were scraped from Twitch using
the Twitch API for Python. For this dataset, a list of female Twitch streamers was selected
based on the followers and the topic the streamer was dealing with. The data got first
classified into "innocuous" and "inappropriate" tweets. In a second step, the inappropriate
data got further divided into the classes love-stuck and strongly sexist. Approximately 300
tweets have been classified as inappropriate and 3,000 were innocuous. Inappropriate
tweets consist of about 50% love-stuck and 50% strongly-sexist tweets.

• SSC is an English dataset consisting of Instagram posts scraped searching for the hashtags
"bloodymen", "boys", "everydaysexism", "girls", "guys", "manspalining", "metoo", "sexism",
"sexist" and "slutshaming". The data got annotated into sexist and non-sexist statements.
A text was classified as sexist if it was about sexism (for example: "I was told to shut up
because women don’t know science") or was sexist itself (for example: "Women belong in
the kitchen"). The annotated dataset includes 6,238 posts.

• ISEP is an english dataset that contains more than 1100 examples of sexist comments in
the workplace, which more or less balance between unambiguous sexist comments and
ambiguous or neutral cases (which are labeled with a 1 or 0 respectively).

• MTM is an English dataset that was gathered from 1999 to 2006 from the Urban Dictionary
platform. It is composed of 2,285 definitions which were categorized as misogynistic and
non-misogynistic.

• HatEval2019 is a dataset that can be used for detecting hate speech against women and
immigrants. It is composed of 13,000 English tweets and 6,000 Spanish tweets. From
a total of 19,600 tweets, 9,091 have a negative relation towards immigrants and 10,509
against women. Furthermore, the tweets are divided into 3 categories: 1) Hate Speech
(against women or immigrants), 2) Target Range (against a generic group or individual),
and 3) Aggressiveness.



2.2.3. Twitter Dataset for mBERT Only

Specifically for the training of the mBERT model, we extracted a total of about 40 million mes-
sages in English and Spanish from the full COVID-19 Twitter stream (https://developer.twitter.
com/en/docs/twitter-api/tweets/covid-19-stream/overview), which Twitter made accessible for
the research community in response to the pandemic in March 2020. With the help of hashtag
filters related to COVID-19 and the Coronavirus, the stream was designed such that it follows
the ongoing discussions in real-time. In order to obtain a comparable dataset, we filtered out
similar hashtags as were used for the EXIST2022 challenge dataset and collected a total of 40
million tweets. Filtering reduced the number of tweets further to about 10 million.

2.3. Models

To model the textual data, we employ three different transformers [21]: multilingual BERT
(mBERT), XLM-RoBERTa (XLM-R) and T5:

• mBERT is a multilingual transformer model based on the original BERT (Bidirectional
Encoder Representations from transformers) architecture [22]. However, in comparison
to the original transformer [21], BERT is only based on the encoder part of the transformer
and does not make use of the decoder. BERT is pre-trained on data from Wikipedia and
the BookCorpus and can be fine-tuned with two methods: with capturing a sentence in a
bidirectional way with the attention mechanism, either with Masked Language Modelling
or Next Sentence Prediction. The multilingual version of BERT has been additionally
trained with Wikipedia content in 100 languages [23].

• XLM-R is also a multilingual model and, similarly to mBERT, is trained on 100 languages
with a dataset containing CommonCrawl data. The architecture consists of a combination
of the XLM [24] and RoBERTa [25] transformer models. The latter is an enhanced version
trained with Masked Language Modelling of the original BERT architecture [26]. In
general XLM-R has shown to outperform mBERT on several NLP benchmark tasks [6].

• T5 is a monolingual (English) model pre-trained on a mixture of unsupervised and
supervised tasks. For this challenge, the smaller version of T5 (T5-small [7]) is used.
This model is pre-trained on the English C4 dataset [27] and the Wiki-DPR [28] dataset.
For more information on these datasets and the model, refer to the T5-small model
documentation on Huggingface [7]. A T5 peculiarity is that all downstream tasks are
executed are performed in a sequence-to-sequence manner (using a string format).

3. Experimental Setup

Figure 1 provides a graphical overview of our experimental setup and the different training
strategies. The main focus is on the two investigated approaches, i.e., unsupervised pre-training
and supervised fine-tuning, and the datasets that are utilised.
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Figure 1: Overview of the experimental setup for training the three transformer models, including both
training strategies, i.e., unsupervised pre-training and supervised fine-tuning, as well as the employed
datasets.



To evaluate the different hyperparameters and dataset combinations, we first conducted
several initial experiments on the EXIST data with multiple pre-trained transformer models
provided by the HuggingFace [29] library. We started our experiments with pre-training as well
as fine-tuning all three models (mBERT, XLM-R, and T5) on the EXIST2022 training data for
both languages with the provided training set. Furthermore, we examine whether there was
any benefit to aggregating the labels from task 2 to obtain labels for task 1, i.e., fine-tuning the
models to task 2 and then aggregating the labels for the binary classification task (task 1). This
aggregation leads to a better result only in the case of the XLM-R. Our best result with respect
to the validation performance is obtained with the T5 model pre-trained and fine-tuned only on
the EXIST2022 training set. Similarly to our last years approach we investigate three different
pre-processing pipelines, since we gained better results last year:

• Version 1: removing hashtags, mentions, links and whitespace.
• Version 2: removing hashtags, links, whitespace characters and replacing mentions with

@USER.
• Version 3: removing non-ASCII and whitespace characters.

We assume that cleaning the social media data would lead to less overfitting on the pro-
vided training set. However, this year the pre-processing steps worsened the classification
performance, which lead to keeping the datasets in their original form. We conduct further
experiments with pre-training the models with the additional datasets and the EXIST2022 train-
ing data. This results in better predictions than only fine-tuning the models on the EXIST2022
data. The combination of pre-training only on the EXIST2022 and fine-tuning with additional
data leads to comparable results, however most predictions were better with pre-training it on
more than just the EXIST2022 data. Overall, the results of the different trials were very similar,
varying by only 1-2%. Finally, we also examine the impact of the translated EXIST2022 data
for fine-tuning, which only slightly improved the results and even worsened them for mBERT.
Unfortunately for the T5 model, during inference, in some cases random strings instead of the
learned 0 and 1 strings are predicted by some of our models. One of the experiments included
a pre-trained and fine-tuned model using the additional and translated datasets. This model
performed slightly better on task 1 with an accuracy of 83,58% compared to our submitted
model which reached an accuracy of 83,54% on our validation data. Since this model tends to
fail in predicting the labels of some samples, it was not used for our final submission.

3.1. Unsupervised Pre-Training of XLM-R

For this system we use the already pre-trained XLM-R [6] and re-train the model with additional
epochs using the RoBERTa Masked Language Modeling (MLM) on the following data: EXIST2022,
CMSB [10], HatEval2019 [17], ISEP [15], MeTwo [30], MTM [16], SCB [11], SOT [13], and
SSC [14]. We train the model on the MLM task with MLM probability of 0.15 for 25 epochs with
a batch size of 16 and a learning rate of 5𝑒−5. Sequence length is set to 128 tokens.

3.2. Unsupervised Pre-Training of mBERT

We trained the mBERT model on the MLM task with an MLM probability of 0.15. The model
was trained for 10 epochs with a batch size of 16 and a learning rate of 2𝑒−5. In contrast to



the XLM-R model, we trained this model not only on the EXIST2022 data and the additional
datasets (CMSB, HateEval, ISEP, MeTwo, MTM, SCB, SOT, and SSC), but also on a large dataset
of tweets we sampled from the Covid-19 stream (see Section 2.2.3). To reduce the amount of
training time, we only used 10 million samples from the complete total of gathered tweets for
pre-training. This resulted in an overall training time of about seven days.

3.3. Unsupervised Pre-Training of T5

Our final T5-small model is re-trained on the original EXIST2022 dataset with an learning rate
of 3𝑒−4, a batch size of 8 and a maximum buffer size of 64.

3.4. Supervised Fine-Tuning of XLM-R

Since the aggregation strategy (i.e., train the transformer for task 2 first and then aggregate
the labels for task 1) results in better performance for XLM-R, we use the same XLM-R model
for both tasks. The model is fine-tuned on the original EXIST2022 training dataset and on the
translated data. We train the model for 3 epochs with a learning rate of 2𝑒−5 and then for 3
epochs with a learning rate of 1𝑒−5. Batch size is set to 8 and sequence length to 256. This
is the only model, where the predictions after fine-tuning for task 2 were used for the binary
classifications in task 1.

3.5. Supervised Fine-Tuning of mBERT

We use an already pre-trained multilingual, cased BERT model, without lower-casing (model
size: L=12, H=768, A=12; number of total parameters = 110M) [5], which we pre-train as stated
above, and fine-tune for the binary classification task (task 1) on the EXIST2022 training data
as well as the additional datasets (CMSB, SCB, MeTwo) for 7 epochs, with a batch size of 16,
a maximum sequence length of 256 and a learning rate of 2𝑒−5. However, the best results for
task 2 with mBERT are achieved with fine-tuning it only on the EXIST2022 training data and
slightly changed hyperparameters: 8 epochs, a batch size of 16, a maximum sequence length of
256 and a learning rate of 2𝑒−5.

3.6. Supervised Fine-Tuning of T5

The T5 transformer model is able to learn any downstream task by providing the model the
specific input sequences (text) and the desired targets (classes). Also, a specific prefix is added
which enables the model to remember which downstream task should be done in inference.
Since the T5-Model is only able to accomplish sequence-to-sequence tasks, the labels are first
mapped to 0 and 1 and then transformed into strings. Our submitted T5-small models for task 1
and task 2 are pre-trained and fine-tuned only on the original EXIST2022 dataset. For both
tasks, the models are trained with a maximum sequence length of 512 and a learning rate of
1𝑒−4. The model for task 1 is trained for 9 epochs and the model for task 2 for 10 epochs.



Table 2
Macro-averaged F1-scores (F1) and classification accuracies (CA) split by language. Abbreviation “val”
stands for results on the validation set and “test” for official test data. The performance measures are
expressed in percent (%).

Task Run Approach CA (val) F1 (val) CA (test) F1 (test) Ranking
1 1 mBERT 85.29 84.37 74.20 74.10 29𝑡ℎ

1 2 T5 83.54 83.52 71.83 71.81 36𝑡ℎ

1 3 XLM-R 85.90 86.48 75.05 74.96 26𝑡ℎ

2 1 mBERT 77.06 64.74 64.18 43.66 19𝑡ℎ

2 2 T5 83.54 83.82 52.55 35.71 25𝑡ℎ

2 3 XLM-R 77.63 72.46 65.22 46.75 13𝑡ℎ

4. Results

The overall best results are obtained using the EXIST2022 training data as well as the additional
datasets for pre-training in all experiments, regardless of the employed model. However, the final
data augmentation strategies and hyperparameters for fine-tuning slightly differ for each model.
In the following, we present the setup of the final approaches submitted to the benchmark for
evaluation. For calculating the evaluation metrics in the development phase we randomly split
the provided EXIST2022 training set into a 90% training and 10% validation set. The validation
and test results for both tasks are presented in Table 2. The last column in Table 2 lists the
ranking of our submissions in the EXIST2022 benchmark. The top ranked submission in the
overall benchmark achieved an accuracy of 79.96% and a macro-averaged F1-score of 79.78% for
task 1 (team: avacaondata) and an accuracy of 70.13% and a macro-averaged F1-score of 51.06%
for task 2 (team: avacaondata). Our strategies are briefly summarized in the following, before
we discuss the models in detail comparing the performance metrics for both languages.

Pre-training strategy: The XLM-R and mBERT are both trained on the original EXIST2022
training set and additional data (i.e., CMSB, HatEval, ISEP, MeTwo, MTM, SCB_ES, SOT_ES,
SSC_EN). Additionally, the mBERT is trained on 10 million tweets. The T5 is only trained on the
original EXIST2022 training set. The pre-training strategy does not differ for both given tasks.

Fine-tuning strategy: Based on the experiments, we applied different fine-tuning strategies
for each pre-trained model. mBERT was fine-tuned for both tasks on the EXIST2022 data,
as well as the additional datasets for task 1. In task 2 the model performed better with only
fine-tuning it on the EXIST2022 data. The T5 was only fine-tuned on the EXIST2022 training
set in both tasks. The XLM-R on the other hand was fine-tuned with the EXIST2022 data and
its translations. The model was only trained on task 2, which means that the predictions for
task 1 were aggregated across the different sexism sublasses of task 2.

In our approach in task 1, all of our models seem to overfit on the training data, since the
validation accuracy and F1-score are significantly higher than on the final testdata. However,
the results for the binary classification all of our models have a very similar performance and
only slight differences in the overall metrics, when compared directly. This is not the case for
our results for the fine-granular 6-way classification in task 2. mBERT and XLM-R have similar



Table 3
Macro-averaged F1-scores (F1) and classification accuracies (CA) split by language. Abbreviation “EN”
stands for the English test data and “ES” for the Spanish test data. The performance measures are
expressed in percent (%).

Task Run Approach CA (EN) F1 (EN) CA (ES) F1 (ES)
1 1 mBERT 76.43 76.24 71.99 71.96
1 2 T5 74.90 74.87 68.80 68.52
1 3 XLM-R 76.05 75.61 74.06 74.05
2 1 mBERT 67.30 44.41 61.09 42.35
2 2 T5 53.23 35.41 51.88 35.87
2 3 XLM-R 66.35 45.45 64.10 47.75

results, while XLM-R performed slightly better. However, the T5 model fails at the multiclass
task with a difference between the validation F1-score of 83.82% and test F1-score of only 35.71%,
even though this model had the best overall performance of all of our approaches during the
validation experiments. In general, it seems that pre-training the models on a large set of data
enhanced the performance and make the models more robust in a test setting. Since XLM-R
outperformed mBERT in their original papers - as we stated in the model descriptions - and
also in our last years approach, we assumed to have similar results this year. We believed that
using 10 million additional tweets - based on the last years keywords - for pre-training the
mBERT would outperform the XLM-R by chance. Even though they have comparable results,
the XLM-R was still our best model in that case. This could be due to hyperparameter settings
during the fine-tuning strategy.

4.1. Language-Specific Results

In this section the detailed results for English and Spanish are shown in Table 3. In general,
all models performed better for English data. Since the training data is split evenly across
languages, we believe this is due to the pre-trained multilingual models that we used in our
experiments. Usually large models are mostly trained only on English data and for additional
languages there is often not enough training data available. For task 1 the results show that
pre-training mBERT and XLM-R on both English and Spanish additional data slightly led to
outperforming the T5, even though it had a higher performance on the validation set. This is
confirming the observation we had based on the overall results. For task 2, mBERT and XLM-R
have again a very similar output as shown in the general results - with less precision on the
Spanish data. However, the T5 performed much worse for Spanish than for English data, which
explains the overall results.

5. Discussion & Conclusion

In this paper, we provided the details on our submission to the EXIST2022 benchmark, which
consists of two tasks on the classification of sexist content. In our experiments we found that
the unsupervised pre-training strategy of the XLM-R model [6] with additional external data is
the most promising strategy. This year the XLM-R achieved an F1-score of 74.96% in task 1 and



46.75% in task 2. The T5 model only being pre-trained on the EXIST2022 data is outperformed
by the former strategy and shows great signs of overfitting. As we already concluded in our first
approach last year, the use of additional data (either external datasets or translations) resulted
in improvement for all strategies. Similarly, our experiments again reveal that the pre-training
of the whole model on domain-specific data was more effective compared to only using the
EXIST2022 data. As a final remark, depending on the model, the 10 million additional tweets
for pre-training mBERT did not outperform the XLM-R. In future work, we want to compare
the pre-training strategies of XLM-R and mBERT in detail.
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