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Abstract

This work presents the system with the highest results in terms of f1-score for tasks 1 and 2 of EXIST2022.
It is a challenge formed of two tasks, aimed at identifying and categorizing sexism in texts, respectively.
First of all, a review of language models in Spanish and English is carried out, identifying the best
performing models in each language. Also, a review of similar tasks and challenges (sexism detection
in texts) is done. Then, models are trained in two phases. The first phase is for selecting the best
hyperparameters for each model, while in the second phase these hyperparameters are used to learn
with more training data. Finally, a simple ensembling strategy is used, which takes into account the
performance of each model over a small validation set. This is compared against building a pure
Transformers Ensemble, showing that the simple ensembling strategy obtains higher results. This leaves
for future work the task of making such Ensembles work at least as good as the naive ensembling
strategy.

Keywords

Transformers, Ensemble, Sexism Detection, Sexism Categorization

1. Introduction

In this work, we explore different Transformer-based solutions for two subtasks of EXIST2022
(sEXism Identification in Social neTworks) [1], as part of Iberlef2022. Apart from single models,
some ensembling strategies are tried and reported. This event has the objective to promote the
research on NLP tools for detecting sexism in texts both in Spanish and English.

First of all, previous related work is reviewed in section 2, then, tasks are described in section
3. Models are presented in section 4, together with their evaluation results. Section 5 deals with
experiments carried out to build pure transformers ensemble models, while section 6 presents
the results in the final test set of the competition. Finally, in section 7, conclusions and future
work are presented.

2. Related Work

There has been an increasing interest towards sexism detection tasks in the recent years. One
example of such effort is [2], where a sexism classification dataset is presented in Spanish and
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English, proposing solutions based on n-grams and classic machine learning models. Using
the English part of that same dataset and combining it with other similar ones, [3] followed a
similar approach of using classic Machine Learning to detect sexism and misogyny. There have
been more recent approaches to the same task. For instance, [4] obtains State-of-the-Art (SoTA)
results detecting sexism in the workplace by using GloVe Embeddings [5] and modified LSTMs,
adding attention mechanisms to them [6].

As this is the second edition of EXIST, there are several works from 2021 edition dealing with
both sexism binary classification and sexism categorization. Some examples are [7]. In that
work, multilingual Transformer models are used for both tasks. In 2021, the winning team for
both tasks was [8]. In [8], authors explain how they used multilingual and monolingual models,
together with ensemble models. Finally, [9] summarizes all works presented for EXIST21,
together with their results. Other works dealing with sexism detection are [10] and [11]. The
second one is based on multilingual Transformers models, which are bigger and trained with
more data than the existing Spanish-only models. However, models specific to a language tend
to perform better in tasks specific of that language.

2.1. Language Models in Spanish and English

As both tasks 1 and 2 have texts in Spanish and English, the State-of-the-Art of both models
in terms of language models are reviewed, justifying the further models selection for both
languages.

2.1.1. English

The language that has the most number and quality of language models is English, with no
doubt. Since the release of BERT [12], many language models have been released in English.
Some of the most remarkable are arguably RoBERTa [13], T5 [14] or DeBERTa [15]. For the
EXIST tasks, encoder-based models such as RoOBERTa or DeBERTa are the most interesting, as
they tend to work better than decoder-based or encoder-decoder models for Natural Language
Understanding (NLU) tasks.

More recently, a new version of DeBERTa, DeBERTa v3, was released [16]. In [16] it is shown
that DeBERTa v3 improves over DeBERTa [15] on several tasks. DeBERTa, on the other hand,
clearly outperforms RoBERTa and BERT on a series of benchmarks [15].

For this reason, the first model chosen for English is the large version of DeBERTa v3.
Although RoBERTa is supposed to work slightly worse than DeBERTa, it is a very commonly
used model which typically provides good results; in particular, it tends to perform better than
BERT [13]. Therefore, RoBERTa large is also used for English texts.

These two models, ROBERTa and DeBERTa v3, are generalist models, that is, they have been
trained with a general domain corpus. However, this task is from a very concrete domain: the
social networks domain; therefore it is desirable that also a domain-specific model is used for
this task. BERTweet [17] is a Twitter version of RoBERTa, trained solely with Twitter data. In
[17] it is shown that it performs generally better than generalist models for Twitter-domain
specific tasks. For this reason, it was decided to use BERTweet-large for the English texts.

Finally, models RoBERTa-large, BERTweet-large and DeBERTa v3-large are used for English.



Although there are many more language models available in English, it was preferred to train
more large models in this case, at the expense of training less varied models.

2.1.2. Spanish

In Spanish there are not so many language models, although in the last year some have been
released. The first language model released in Spanish was BETO [18], a Spanish BERT. Then,
in the context of the MarlA project [19], Spanish RoOBERTa and GPT-2 models were released,
both base and large. As we are only interested in encoder-based models for this work, due
to the nature of EXIST tasks, RoBERTa-base model will be referred to as MarIA-base, while
RoBERTa-large will be called MarIA-large. When models were trained for EXIST, MarlA-large
had still some convergence issues, and the final stable version that is available today, was not
available. For that reason it was discarded, although in the last version of [19] it is shown that
it performs currently better than its base counterpart. Finally, BERTIN model was released this
year [20]. It is also a version of RoOBERTa in Spanish, trained with less resources than [19] but
with novel techniques.

As with English, we find it desirable to use a Twitter-specific language model in Spanish. In
this regard, RoBERTuito [21] is a Spanish version of RoBERTa trained with twitter data only.
Finally, models BETO [18], BERTIN [20], MarIA-base [19] and RoBERTuito [21] are chosen for
Spanish. One more model is used for Spanish than for English, as for the latter more large
models are available, therefore we compensate for the smaller models in Spanish by adding
more models.

3. Tasks Description

3.1. Task 1

The first task consists on a binary classification task, that is, systems must decide whether a
tweet is sexist or not. Figure 1 represents label distribution in Spanish, while figure 2 is for the
English part of the dataset. Both figures only take into account the train split of the data.
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Figure 1: Number of elements per class for task 1 in Spanish.



Label Distribution in English Train Split
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Figure 2: Number of elements per class for task 1 in English.

It is clear from the figures that English data is more unbalanced than Spanish data. However,
in both cases there is a good balance between positive and negative labels, as there is not much
difference between the proportions of each of them.

3.2. Task 2

On the other hand, for task 2 there are many more labels. Concretely, labels for this task
are: ideological and inequality, stereotyping and dominance, objectification, sexual violence,
misogyny and non-sexual violence and non-sexism. Due to the little training data and the
number of labels, for this task the labels matrix is very sparse, meaning there are relatively
few examples of each label, therefore models are expected to find it harder to complete this
task. It is determined that each tweet must correspond to one label, that is, a text cannot be
simultaneously categorized into more than one type of sexism. For this reason the task is
modelled as a multiclass classification task, and not as a multilabel one.

Figures 3 and 4 represent the number of elements of each class for task 2 in each of the
languages. As can be seen in the images, in both languages labels are clearly unbalanced, with
non-sexist label having much more elements than the rest. This makes sense, since the data is
the same as in task 1, therefore around half of the tweets, labelled in task 1 as sexist, are splitted
between 5 classes. The distribution for the sexist labels is more or less uniform, with any of the
labels being too underrepresented.

4. Models Training

The base models for this section were discussed and explained in 2.1. In this section the training
procedure is explained.

For both tasks a similar approach was used. Training was splitted in two different phases,
plus a mixing phase without training, one building on top of the previous one.



Label Distribution in Spanish Train Split
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Figure 3: Number of elements per class for task 2 in Spanish.

4.1. Phase 1: Hyperparameter Optimization

First of all, we use the given train and validation splits to find the best hyperparameters for
each of the models used. As the validation data corresponds to the test data from past year, this
enables us to measure the resulting models against past years’ results.

For doing this, Optuna [22] was used, together with Huggingface Transformers [23]. Given
the low volume of texts for both tasks, experiments were carried out such that 70 trials in total
were run per model. Out of those 70, 25 were random initial trials, while the 45 next trials were
optimized by Optuna.

Table 1 shows the hyperparameter space used for this first training step. The best hyper-
parameters for each model are selected automatically with the use of Transformers library
[23] and its integration with Optuna [22]. Each model trained with its best hyperparameter
combination is saved for later use.

Tables 2 and 3 show the f1-score [24] for English and Spanish models, respectively, on the
validation set for this first step. The best model per task and language is highlighted.



Label Distribution in English Train Split

1750 A

1500

1250 A

1000 4

count

750

500 4

250 4

label

Figure 4: Number of elements per class for task 2 in English.

Hyperparameter Values
Learning Rate (8e-6, 8e-5, log)
Num Train Epochs {3,5,7,10, 15}
Train Batch Size {16, 32, 48, 64, 96, 128}
Weight Decay (0.0,0.3)
Adam Epsilon (1e-8, 1e-6)
Adam B {0.98, 0.99}

Table 1
Hyperparameter space for tasks 1 and 2 in Spanish and English.

On both cases, and for both tasks, it should be noted that the best model is the domain-specific
model: for English, it is BERTweet-large [17], while for Spanish it is RoBERTuito [21]. This
makes sense since the Twitter domain is very specific, with expressions and forms of writing
that are not very typical of the general domain, therefore models trained on general domain
corpus may have not been exposed to this type of texts as much as the domain-specific models.



Table 2
F1-Score Results for Best Combination of Hyperparameters per Model in Tasks 1 and 2 in English.

Model Task F1

DeBERTa-v3-large Task1  0.828
RoBERTa-large Task1 0.831%
BERTweet-large  Task1 0.831"

DeBERTa-v3-large Task2  0.615
RoBERTa-large Task2  0.609
BERTweet-large  Task2 0.626"

Table 3
F1-Score Results for Best Combination of Hyperparameters per Model in Tasks 1 and 2 in Spanish.

Model Task F1

BERTIN Task 1 0.789
MarlA-base  Task 1 0.80
BETO Task1  0.808

RoBERTuito Task1 0.819*

BERTIN Task 2 0.605
MarlA-base Task2  0.592
BETO Task2  0.606
RoBERTuito Task2 0.635

This is specially relevant given the low volume of training data for this first phase. The difference
between the domain specific models and the general domain ones is bigger in Task 2, which
makes sense since it is a harder task and therefore differences in performance can be more
accentuated. English models have in general higher f1-score than Spanish models, which is
reasonable, as models used for English are large ones, while models for Spanish are base (about

half the size).

4.2. Phase 2: Re-training With More Data

Once the best hyperparameters for each model are chosen, each model is trained with more
data than the previous step. Up to this point, only previous year’s training data was used for
training. For hyperparameter tuning this is ok, since we do not want to overfit in this regard,
and preferred to select hyperparameters using less data. However, to get the full potential of
each of the models, in this second step models with their best hyperparameters are trained on
more data, by putting train and validation splits together and re-splitting, leaving only a random
15% of data for validation purposes. As no hyperparameter decision was going to be based on
this training, the validation split is only for training stopping purposes, that is, deciding when
the model has stopped generalizing.

Tables 4 and 5 show results in terms of f1-score [24] for both tasks, in English and Spanish
respectively. In some cases the best resulting model varies with respect to the results over the



Table 4
F1-Score Results Per Model Training With More Data in Tasks 1 and 2 in English.

Model Task F1

DeBERTa-v3-large Task1  0.856
RoBERTa-large Task1  0.851
BERTweet-large  Task 1  0.903"

DeBERTa-v3-large Task2 0.729*
RoBERTa-large Task2  0.695
BERTweet-large  Task2  0.682

Table 5
F1-Score Results Per Model Training With More Data in Tasks 1 and 2 in Spanish.

Model Task F1

BERTIN Task 1 0.88
MarlA-base Task1 0.883*

BETO Task 1 0.87
RoBERTuito Task 1 0.863

BERTIN Task 2 0.777
MarlA-base Task2  0.752
BETO Task2  0.82*
RoBERTuito Task2  0.712

bigger validation set, seen in tables 2 and 3. This is normal since differences between models are
relatively small and the use of a different, smaller validation set can significantly alter models’
metrics.

In both languages it can be observed that with more training data (and less validation data),
models achieve higher scores in general, thus proving our point of training with the best
hyperparameters with more training data. Specially when there is scarcity for training data,
as in the case of this competition, selecting a bigger proportion of it for training and less for
validation can have a big impact.

4.3. Ensembling Predictions

It is known that machine learning models, in general, tend to be biased. However, when multiple
models are used for predicting a new item, a less biased prediction is expected. This is the base
idea underlying ensembles theory, in which multiple models are used to build a new one. In
this case, we do not build a meta-model on top of the base models presented before; but an
aggregating rule is developed.

For each language, all re-trained models (second phase of training explained above) are
loaded, together with their validation scores. Based on these validation scores, a coefficient or
weight from 0.5 to 1.0 is set for each model (these coefficients were also set in experiments from
0.7 to 1.0 but gave worse results). This is done using MinMaxScaler from Scikit-Learn [25]. A



Table 6
F1-Score for Ensemble in Tasks 1 and 2 in Spanish and English.

Language  Task Phase F1

ES Task1 Phase1 0.81
ES Task1 Phase2 0.830
ES Task2 Phase1 0.636
ES Task 2 Phase2 0.66
EN Task1 Phase1 0.80
EN Task1 Phase2 0.817
EN Task 2 Phase1 0.594
EN Task 2 Phase2 0.569

dictionary with the models’ validation scores is used, transforming its values to the 0.5-1.0 scale.
This weight setting is automatic based on validation scores, which are obtained from log files.
Then, for prediction, logits from each of those models are obtained for the item being predicted.
These logits are multiplied by the models’ coefficients obtained previously. The average of those
logits is computed, therefore obtaining a weighted mean of the logits for all models in each
language. The label with the maximum weighted averaged logit is selected as the prediction.
This method is the final method used for both tasks, as our experiments show it worked
significantly better than using the best possible model for each language and task alone.

5. Experiments

As an additional experiment, and given the good results of the simple ensembling strategy
presented previously, a pure Transformers Ensemble model was implemented. This model has
3 encoders, for example 2 BERT and 1 RoBERTa, which are restricted to have the same hidden
dimension size. Then, inputs are passed through each of those models, getting their last hidden
state. These are concatenated, therefore producing a vector of size 3 - hidden_size. This vector
is then used to get the logits for each class, by passing it through a linear layer with input size
3 - hidden_size and output size n_labels. Before this linear layer, dropout is applied.

It should be noticed that for preparing inputs, each base model forming the ensemble has its
own first layer, therefore their vocabularies and tokenizers don’t coincide. This causes additional
preprocessing, as the input ids are obtained separately for each submodel in the Ensemble from
ther same original text.

This approach has several disadvantages, though. The first one is that, given that there
is not much research in this regard, there are no reported recommended hyperparameters
for such models, therefore we would need to carry out many experiments to find out which
hyperparameters stabilize and optimize the training of such an Ensemble. Another clear
disadvantage is the computing time.

Table 6 contains all results in terms of f1-score for ensembles built for tasks 1 and 2 in Spanish
and English, both with phase 1 and phase 2 data splits and setup, already explained before.



Table 7
Definitive F1-Score Results for the Test Set of EXIST2022.

Task F1 Accuracy Position in competition
Task 1 0.7978 0.7996 1
Task 2 0.5106 0.7013 1

Although the results for the ensemble are in general close to the best performing models in each
task and language, in no case it is able to clearly outperform them, in spite of the substantial
increase in prediction and training time and resources usage. For this reason, this is left as
an interesting experiment, but it is not used for getting the final predictions, as the simple
ensembling strategy presented in subsection 4.3 is simpler, uses less resources and obtains better
results.

6. Results in Test Sets

Results in different validation splits have been shown previously. Tables 2 and 3 show results
for the validation set provided by the competition organizers, which correspond to the test set
from 2021 edition. Tables 4 and 5 show the results after re-training, over a smaller validation
set selected randomly.

In this section the final results for both tasks are presented. Table 7 show the results for the
ensembling strategy on tasks 1 and 2 of the EXIST challenge.

As seen in table 7, our simple ensembling strategy obtains the best overall results on both
task 1 and 2, therefore achieving the highest results of the competition. Full results can be
accessed in EXIST2022’s official webpage.

7. Conclusions and Future Work

In this work different solutions for tasks 1 and 2 of EXIST2022, a workshop aimed at detecting
and categorizing sexism in Spanish and English, are presented. For that, a full review of both
Spanish and English language models is carried out, to identify the best candidate models for
each language.

Then, training is done in 2 phases. In the first phase the best hyperparameters are found for
each model. In the second phase, these are used to train the models with more data used for
training. Finally, a simple ensembling strategy is used for improving the systems’ predictions
and reducing the impact of each model’s bias. This strategy is based on giving a different weight
to each model, depending on its performance over a small validation set.

Pure Transformers Ensembles are presented in section 5, although they do not work yet to
its full potential, arguably due to the unkown proper hyperparameter settings for this type
of model. Therefore, for future work, more research in terms of appropriate hyperparameter
settings and experimental setup for this type of models will be carried out.

Finally, as shown in table 7, the simple ensembling strategy presented in subsection 4.3, which


http://nlp.uned.es/exist2022/#results

uses models presented in section 2 and subsections 4.1 and 4.2, obtains the best results on both
task 1 and task 2 of the EXIST2022 workshop.
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