
Alejandro Mosquera at PoliticEs 2022: Towards
Robust Spanish Author Profiling and Lessons Learned
from Adversarial Attacks
Alejandro Mosquera1

1Broadcom Corporation, 1320 Ridder Park Drive San Jose, 95131 California, USA

Abstract
Social media publications can inadvertently reveal a broad amount of potentially sensitive information
such as gender, age, ethnicity or political ideology even when are not intentionally disclosed by their
authors. For this reason, social media users concerned about the fact that Natural Language Processing
techniques can infer some of these traits with a relatively high degree of accuracy, may actively attempt
to conceal the information that they do not want to share for profiling purposes. This paper both
describes the user profiling system submitted to the IberLEF 2022 task PoliticEs: “Spanish Author
Profiling for Political Ideology” and evaluates its robustness by simulating adversarial perturbations. The
aforementioned system was ranked 3rd overall in the shared task with a 88.9% F1, just 1.3 percentage
points lower than the highest scoring team. Empirical results suggest that some of the avoidance
techniques explored in this research are also likely to successfully evade similar NLP-based author
profiling approaches.
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1. Introduction

Natural Language Processing (NLP) techniques have been successfully applied to many author
identification tasks using publicly available social network data [1], not only restricted to
attribution [2] but also focused on specific traits such as gender and age [3], ethnicity [4],
political ideology [5], psychometric [6] and socio-linguistic attributes [7] among others.

While there are potentially legit uses of these inferred author traits such as forensic analysis
[8], marketing research and targeted advertising [9], non-consensual and indiscriminate social
media profiling can impact privacy [10] and anonymity [11] by revealing sensitive information.
In order to address these concerns, there is active research looking for effective ways of disrupting
author profiling by purposely changing the textual content and writing style prior publication.

The contribution of this paper is twofold: First, the Spanish author profiling system submitted
to the PoliticEs shared task [12] at IberLef 2022 is presented in Section 3. Second, avoidance
techniques for disrupting NLP-based social media profiling approaches are reviewed in Section
4. Finally, in Section 5 the author draws the main conclusions and outlines future work.
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2. Related Work

The core features of social media author profiling methods relying on NLP techniques are of
lexical nature such as words and characters. The use of stylistic information such as readability,
ratio of out-of-vocabulary words, part of speech or emoji usage and textual sentiment is also
common and consistent across different languages [13] [14] [15].

Most of the previous work attempting to thwart the aforementioned methods are based on
content rewriting. From these, the most popular approaches are related to machine translation,
either via adversarial retraining [16] or multilingual back-translation [17]. Other research treats
this as a lexical substitution task [18] [19] by identifying words that leak sensitive information
and finding suitable replacements ranked using several metrics.

Despite the increasing interest in multilingual author profiling, to the best of the authors’
knowledge no previous work has tackled the application of adversarial attacks and defenses in
this area in other languages other than English. For this reason, this paper also evaluates the
robustness of the Spanish author profiling system described in this research by measuring its
performance under different obfuscation strategies.

3. System Description

The author profiling dataset [5] provided by the PoliticEs task organizers contained Spanish
tweets from 314 authors, either journalists or politicians, with an associated user identifier
and annotations for each of the proposed sub-tasks: gender, profession, ideology binary and
ideology multi-class. As the main outcome from an initial data analysis step the author decided
to address the task at author level and to treat the first 3 sub-tasks as binary classification
problems, leaving the last as a multi-class classification challenge rather than regression, which
had substantially lower cross-validation score. After testing different models and architectures
L2-regularized logistic regression was identified as the best performing classifier for all the
sub-tasks when using lexical and stylistic features calculated over the concatenation of the
tweets of each user, which are detailed below:

• Word n-grams: 1-4 n-gram frequencies extracted in lowercase with a Twitter-aware
tokenizer [20], keeping only the top 5000 words, using inverse document frequency (IDF)
weighting and logarithmically scaled frequency;

• Character n-grams: TF-IDF over character unigrams in lowercase;
• Readability: Kincaid, ARI, Coleman-Liau, Flesch reading ease, Gunning-Fog, LIX,

SMOG, RIX and Dale-Chall indexes in order to characterize the writing style [21] and
textual complexity [22]. It is worth mentioning that some of these indexes were designed
for the English language [23], but are still used here due the lack of robust off-the-shelf
Spanish-specific equivalent implementations;

A list of the top 10 best features using minimum redundancy and maximum relevance [24] as
selection criteria for each sub-task can be found in Table 1.



Table 1
Best 10 features (minimal-optimal set) for each sub-task

Gender Profession Ideology Ideology-multiclass

las mujeres nuestra los españoles los españoles
conocido [ political_party ] . . derecho le
factura de de nuestro país natural
diga entrevista de sánchez la justicia
orgullosa é sánchez rose (emoji)
happy face (emoji) nuestro la derecha progre
vive RIX (readability) españoles sánchez
orgulloso de _ ciudadanía alquiler
female sign (emoji) apoyo la ultraderecha españoles
mujeres periodistas los españoles . explica

3.1. Ideology Normalization

There were cases where the predictions of the binary and multi-class ideology classifiers would
contradict each other, e.g. the former predicting left and the latter predicting moderate-right.
Since the binary classifier had higher cross-validation F1 score, in case of disagreement the
multi-class predictions were overridden using the following logic:

• right-binary and left-multi: right-multi;
• right-binary and moderate-left-multi: moderate-right-multi;
• left-binary and right-multi: left-multi;
• left-binary and moderate-right-multi: moderate-left-multi;

3.2. Gender Calibration

Due the class imbalance (30% more male than female authors) in the training dataset, 0.4 was
estimated via cross-validation as the best probability threshold for the gender sub-task.

3.3. Ablation Analysis

An ablation study on the training data uncovered some interesting insights: On the one hand,
word-based features were the strongest overall and across all sub-tasks since their removal
would substantially decrease all the cross-validation scores. On the other hand, character-based
and readability features showed a decisive contribution for gender classification but were mostly
irrelevant for the other sub-tasks. A table summarizing the F1 macro scores for different feature
sub-sets can be found in Table 2.



Table 2
Evaluation of author profiling system with different feature sets (10-fold F1 macro)

Features Overall Gender Profession Ideology Ideology-multiclass

All 0.848 0.738 0.882 0.938 0.836
Without character n-grams 0.842 0.71 0.889 0.937 0.831

Without word n-grams 0.695 0.621 0.816 0.76 0.583
Without readability 0.846 0.723 0.888 0.937 0.835

3.4. PoliticEs results

The submitted system improved the baseline by a large margin and ranked third (out of 19
competing teams) in the global and individual sub-categories with the exception of Profession,
where it ranked second. The final F1 score was just 1.3 percentage points lower than highest
performing team “’LosCalis’. In Table 3 are listed the top 4 results and the baseline including
the macro average F1 scores for all the sub-categories.

Table 3
Top-4 PoliticEs classification final results on the test set and baseline (F1 macro)

Team Overall Gender Profession Ideology Ideology-multiclass

LosCalis 0.902 0.902 0.944 0.961 0.8
NLP-CIMAT-GTO 0.89 0.784 0.921 0.961 0.896

Alejandro Mosquera 0.889 0.826 0.933 0.951 0.845
CIMAT_2021 0.879 0.836 0.895 0.941 0.845

Baseline 0.511 0.576 0.432 0.595 0.44

4. Evading Author Profiling

The field of adversarial NLP followed the success of attacks on image classification models
using input perturbations. However, while pixel-level modifications to images can be almost
imperceptible for humans, the generation of adversarial examples in NLP requires additional
effort to ensure the original meaning of the sentence is preserved. Therefore, many adversarial
NLP approaches rely on techniques such as synonym replacement, paraphrasing, encoding
attacks [25] or back-translation.

Author profiling systems using textual features are in principle also vulnerable to general
NLP adversarial attacks leveraging either character or word manipulations. For this reason,
the author has simulated via cross-validation the impact of evasion strategies against models
trained on the original data but evaluated on adversarial copies of the evaluation set for each
of the 4 considered approaches. The list of evaluated adversarial attacks against the author
profiling system submitted to PoliticEs are as follows:

• Encoding: The insertion of non-printable unicode characters such as unicode zero-
width no break space (0xFEFF) can affect how NLP applications pre-process text without



affecting its visual representation. Word and sentence tokenizers by default treat special
characters as normal inputs and will produce a large number of out-of-dictionary tokens
that cannot be mapped to the input features. This is language independent and will affect
both n-gram and embedding approaches;

• Synonym: Replacing words with synonyms is another way of rewriting the source text
without changing its meaning. This attack is language dependent and the NLPAug [26]
library was used in order to replace Spanish words with WordNet synonyms;

• Back-translation: Paraphrases can be generated by translating a text to different
language and translating it back to the source language. Neural Machine Translation
(NMT) was leveraged using MarianNMT [27] and an Spanish-English pair of pre-trained
transformers [28];

• Counterfactual: Certain Spanish words and suffixes are associated with a particular
gender and can reveal too much information to author profiling systems, e.g. “contenta”,
“nosotras”. For this reason, a Seq2Seq pre-trained model [29] was used in order to attempt
to rewrite the source text by adding gender counterfactuals;

Table 4
Evaluation of author profiling system before and after adversarial attacks (10-fold F1 macro)

Attack Overall Gender Profession Ideology Ideology-multiclass

No attack 0.848 0.738 0.882 0.937 0.835
Encoding 0.288 0.361 0.261 0.434 0.097
Synonym 0.844 0.723 0.895 0.957 0.811

Back-translation 0.85 0.739 0.888 0.936 0.836
Counterfactual n/a 0.515 n/a n/a n/a

In Table 4 the F1 scores of the reference author profiling system are listed before and after
the application of adversarial modifications to the input text. An analysis of these results shows
that encoding attacks are highly effective, disrupting the initial process of converting text
into a representation suitable for machine learning, thus affecting NLP applications that use
off-the-shelf tokenizers. Considering that most social media platforms support unicode this can
be seen as a low cost first line of defense against indiscriminate profiling that does not alter the
meaning or the visual representation of publications.

Contradicting the literature, the use of approaches such as back-translation and synonym
replacement had an unintended effect and improved the profiling accuracy in some sub-tasks
rather than lowering it. However, considering the relatively small number of training samples
this does not look fully conclusive.

The use of counterfactuals substantially lowered the gender prediction accuracy as expected,
but further work would be required in order to better preserve the original meaning of the
text, since the sequence to sequence model used for this purpose had several shortcomings and
produced not very high quality transformations in many cases.



5. Conclusion

This paper presents a strong Spanish author profiling baseline and raises questions about how
to improve its robustness on an adversarial environment. In order to do this, a preliminary set of
evasion techniques were evaluated against the author profiling system using lexical and stylistic
features submitted to PoliticEs at Iberlef 2022. This analysis returned mixed results: On the one
hand, while this research shows that is feasible to evade NLP systems by relying on unicode
obfuscations we should also expect these to be easily bypassed by robust tokenizers and text
normalization filters. On the other hand, traditionally successful evasion approaches such as
back-translations or synonym replacement did not seem to work in this particular experiment,
which will require a deeper analysis in a future work.
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