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Abstract
In this paper, we describe the participation of UniRetro’s team at IberLef 2022 on “PoliticEs: Spanish
Author Profiling for Political Ideology” task. The main goal is to process social media posts in Spanish
in order to extract the user’s political ideology, gender, and profession. Our first approach for this task
consists of using TF-IDF applied on SentencePiece pretrained and custom tokens obtained by Named
Entity Encapsulation. In our second approach, we finetuned deep pretrained models on Spanish using
handcrafted class weigths. We obtained 9th place in the general leader board. We also performed an
importance analysis in order to prove that the deep models were capable of better generalization.
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1. Introduction

In the book “Political Ideology: An Introduction” of Heywood [1], the author defines the linear
spectrum as a horizontal axis with left and right orientations, as illustrated in the Figure 1.

Figure 1: The linear political spectrum containing Communism as the extreme-left regime and Fascism
as the extreme-right regime

Many left activists speak about environmental concerns, human rights and support social
equality. However, right-wing people use their voice against taxes and consider normal the
current social orders and hierarchies. Their speech is important because people are usually
more enthusiastic to follow advice and directions from politicians who share their ideology.
They also may copy their attitude, lifestyle, and other traits.

Political ideology is a psychographic trait that can be used to understand individual and social
behavior, including moral and ethical values as well as inherent attitudes, appraisals, biases,
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and prejudices Verhulst et al. [2]. For instance, an experiment made Baumgaertner et al. [3]
for analyzing the socio-political characteristics of attitudes about vaccination for infectious
diseases indicated that conservative respondents are less likely to express pro-vaccination beliefs
than other individuals. However, openness to experience and agreeability were notably more
correlated to the left-wing.

For gaining more popularity, some politicians state that they value the “will of the people”.
This is called populism and populist politicians use to state that the public institutions are ruled
by a self-serving minority who seems to manipulate the virtuous majority of common people.
The ideology of the elite is being criticized and the listening group receives it as an “us vs them”
question.

In this paper, we noticed in the first models, that the decisive features for detecting the left
orientation are words denoting the right orientation and vice-versa. The paper is organized as
follows: Section 2 contains general observations of related articles, Section 3 has the description
of the task provided by the organizers. The 4th Section contains the dataset source description
alongside a general overview. The Section of experiments (5) contains a general description
of the experiments and 3 subsections regarding the results obtained using TF-IDF features
(Subsection 5.1), Pretrained Embeddings (Subsection 5.2) and the best results compared to
the evaluation leaderboard (Subsection 5.3). The following Section (6) contains observations
extracted from feature importance analyses of the best models using TF-IDF features on gender
and binary political ideology classification. Eventually, Section 7 contains the conclusions and
future work of the entire project.

2. Related Work

The political orientation of a certain individual may be determined by a variety of stances. One
of the recent competitions was SemEval-2016, Task 6 “Detecting Stance in Tweets” Mohammad
et al. [4]. Given a tweet and a target entity (person, organization, etc.), automatic natural
language systems must determine whether the tweeter is in favor, against, or neutral with the
specific target. The first task was to determine the stance for several targets from the training
set, whereas in the second task, other targets were employed. This proves there is a need for
stance models to work on any given target.

From a political perspective, other stance models were released Kawintiranon and Singh [5],
regarding the user position against Donald Trump and Joe Biden in the US election 2020. Instead
of using the classical Masked Language Model (MLM) objective for self-supervised learning,
knowledge enhanced version was employed. This presumes that significant tokens generated
using the log-odds ratio are incorporated into the learning process and used to improve the
classification task.

Another previous article uses a set of opinions extracted from the text and builds a knowledge
graph Chen et al. [6]. However, these predefined opinions have to cover a great part of the
dataset and the graphs are not able to extend for searching the opinions regarding the new
topics rising on social media.

There are also several text augmentation techniques presented in Li and Caragea [7] for
integrating the target through the inner text. In our binary task of detecting political ideology,



although we performed tweet classification, we may consider that our target is the abstract
center of the political spectrum. Similar targets may be derived for the multiclass objective.

There is a target-free approach in English, in a Stanford project for classifying congressional
debate transcripts from Ideological Books Corpus (IBC), Simoes and Castanos [8]. They used
BERT models to find a correlation between the texts and the “de jure” political standing of the
authors.

3. Task Description

The challenges involved were to extract:

1. gender, with label ∈ {female, male}
2. profession, with label ∈ {politician, journalist}
3. political ideology in binary format, with label ∈ {left, right}
4. political ideology in multi-class format, with label ∈ {left, moderate_left, moderate_right,

right}

Each user contains submissions from Twitter [9], a submission consists of a post or comment.
More details regarding how data was collected are in the next section. We performed the
training and inference at tweet level and for each user, the dominant label was submitted as
the answer. For evaluation, the F1 macro score was used for each task and a general metric
representing the mean of the 4 values.

4. Dataset

To the best of the knowledge of the organizers, this is the first Spanish shared task focused on
this topic.

Using the UMUCorpusClassifier of García-Díaz et al. [10], the tweets were collected during
2020 and 2021 from the accounts of politicians and political journalists in Spain. For each user,
the political affiliation can be guessed according to the party to which politicians belong, or
the editorial line of the newspapers where journalists write. The politicians may be members
of the Government, Congress and Senate, mayors of the important cities, presidents of the
autonomous communities (Catalonia), former politicians, and other collaborators associated
with political parties.

Journalists were selected from different Spanish news media, such as ABC, El País, ElDiario,
El Mundo or La Razón among others. They are relevant people within political journalism and
some of them publish opinion articles and participate in television gatherings, so their political
orientation can be guessed with certain guarantees.

Other mentioned links and hyperlinks to the news were removed. The dataset is considered
an extension of the PoliCorpus 2020 García-Díaz et al. [11] and more information can be found
in García-Díaz et al. [12].

We received the final sets through the Codalab [13] platform, the labels for the test set being
released after the evaluation stage. In the Table 1 there are general observations of each set. It
is easy to see that on the training set, the most unbalanced tasks are profession and multi-class



ideology prediction. The distributions of the other 2 were acceptable, as we can see in the Table
1.

Table 1
General observation of the complete dataset for each task and set
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female 16320 136 5561.9 2350 47 2301.3 4320 36 5486.5
male 21240 177 5846.3 2650 53 2424.4 8280 69 5689.6

journalist 7381 62 5309.1 672 14 2152.3 3000 25 5340.4
politician 30179 252 5801.8 4328 87 2373.8 9600 80 5707.3

left 21360 178 5612.8 2750 55 2276.6 6840 57 6628.9
right 16200 135 5867.7 2250 45 2476.5 5760 48 5609.3
left 9120 76 5952.1 950 19 2460.9 2520 21 5961.9

moderate_left 12240 102 5360.0 1800 36 2179.3 4320 36 5434.6
moderate_right 11280 94 5830.5 1550 31 2446.8 3720 31 5333.6

right 4920 41 5953.0 700 14 2542.3 2040 17 6112.1

The training was performed at tweet level. The tweet was cleaned from punctuation signs,
except for the question and the exclamation mark. The emojis and other unusual characters
were removed as well. An exception has been made for emojis indicating a number that was
converting into numbers and other symbols being translated in Spanish: e.g. “≤” became “más
bajo o igual” (“lower or equal”).

The name of the political parties and the user id in the dataset were anonymized by replacing
them with the tokens “[POLITICAL_PARTY]” and “@user”; as a processing step, the mask
first was translated as “partido político”, in order to be tokenized as usual words. The tweets
from the training and developed set were shuffled and split into our training and validation
set, obtaining a similar distribution to the given sets. The set was lazy loaded at training and
validation time using dataloaders from Pytorch library Paszke et al. [14].

5. Experiments

The system for performing experiments consists of importing a pretrained tokenizer, a pretrained
model and finetuning them on the training set. All the tokenizers and the deep models are
imported from HuggingFace API, whereas the other models which were using TF-IDF features
are imported from the Scikit-learn library [15]. In both cases, most of the hyperparameters of
the learning process were fixed and we have been focused more on data-driven approaches.

Inspired by BERT-base models adapted for Spanish [16], we decided to use the tokenizer
“dccuchile/bert-base-spanish-wwm-uncased” from HuggingFace library and apply it to clean
tweets. It is a SentencePiece tool [17] that performs subword tokenization and detokenization in



an unsupervised manner. We used BETO tokenizer, which uses tokens from Spanish vocabulary
which was used for training BETO (Spanish BERT) in the self-supervising manner of the
Masked Language Model (MLM). Here is an example of tokenization for sentence “Unos PGE
2019 hubieran facilitado todo pero en breve estará resuelta para bien la partida 2018”, we obtain
[‘unos’, ‘p’, ‘##ge’, ‘2019’, ‘hubieran’, ‘facilitado’, ‘todo’, ‘pero’, ‘en’, ‘breve’, ‘estará’, ‘resuel’,
‘##ta’, ‘para’, ‘bien’, ‘la’, ‘partida’, ‘201’, ‘##8’]. The sentence translated into English: “Some PGE
2019 would have facilitated everything but soon the 2018 game will be resolved for good” and it
refers to the planning of the general state budget (PGE).

The tokens that start with # are subwords that are word possible inflections. It is easy to see
that it performs tokenization even on named entities. Our dataset contains a lot of institution
names, and political entities, so we tried different methods for overcoming these issues. We
implemented two types of features: 1) TF-IDF-based and 2) using pretrained embeddings.

5.1. TF-IDF Features

In this subsection, the aforementioned tokenizer was applied in 3 main approaches which are
listed below:

1. clean text with few added tokens
2. clean text with few added tokens and MixUp input
3. a linguistic signature of the clean text

The tokens obtained from the training set were turned into TF-IDF vectors, using tools from
the Scikit-learn library and then fed into the models: SVM and RandomForest. The training
was performed locally on a personal computer, ending with the model weights being saved and
their performance was also measured on the TF-IDF features of the validation set.

We observed that there are some named entities that were poorly tokenized; e.g. “donald
trump”, became [“donald”, “tru”, “##mp”]. In the first approach, we mapped similar named
references into a new token. We called this named entity encapsulation and chose only the
following 6 personalities:

• “C’s” -> “C_s”
• “el Rey”, “Majestad El Rey” -> “el_Rey”
• “Donald Trump”, “Trump” -> “D_Trump”
• “Biden”, “Joe Biden” -> “J_Biden”
• “PedroSanchez”, “Pedro Sánchez”, “Sánchez” -> “P_Sanchez”
• “Adolfo Suàrez”, “Adolfo Suárez” -> “A_Suarez”

The second approach contains a MixUp technique Hongyi Zhang [18], which consists of
generating 30% of the train set size, by MixUp augmentation. This consists of randomly uniform
sampling pair of distinct indices, 𝑖, 𝑗 and obtaining a new input and label:

𝑥𝑘 = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗 (1)

𝑦𝑘 = 𝑟𝑜𝑢𝑛𝑑(𝜆𝑦𝑖 + (1 − 𝜆)𝑦𝑗) (2)



In our method. 𝜆 = 0.8, 𝑥𝑖 is an input vector and 𝑦𝑖 its corresponding label. the function
𝑟𝑜𝑢𝑛𝑑 is meant to approximate and cast the label to an integer value. This approach came up
with a slight improvement, as we can see in Table 2 on the best model predicting the binary
ideology. However, on the gender task, it brought more bias, which can be observed by the
difference between the F1 score macro versus weighted. So we considered it a bit risky and was
not extended for the other tasks.

Table 2
Several tests were performed on our validation set with the light models. For SVMs, the kernel
name is appended in the model name column

task model name approach Accuracy F1 Weighted F1 Macro

gender svm_rbf 1 70.46% 70.41% 69.80%
gender svm_linear 1 64.66% 64.78% 64.28%
gender RandomForest 1 70.88% 70.32% 69.40%
gender svm_rbf 3 56.06% 56.07% 55.26%

profession svm_rbf 1 86.01% 85.86% 77.09%
profession svm_linear 1 77.96% 79.70% 70.94%
profession svm_rbf 2 78.14% 73.35% 47.36%

ideology_binary svm_rbf 1 79.37% 79.29% 78.81%
ideology_binary svm_linear 1 75.09% 75.15% 74.72%
ideology_binary svm_rbf 2 79.54% 79.44% 78.94%

ideology_multiclass svm_rbf 1 65.04% 64.94% 63.92%
ideology_multiclass RandomForest 1 59.23% 58.17% 55.82%
ideology_middle svm_rbf 1 77.97% 78.07% 76.62%
ideology_middle svm_linear 1 72.92% 73.29% 71.92%

ideology_combined svm_rbf 1 63.55% 63.58% 62.00%

The linguistic features used in the third approach consists of extracting the words that contain
at least one of the following morphological property: gender, number, or person. Each word
is also replaced with a signature containing the part of speech and the mentioned properties.
If one of the features is missing, it is replaced with “unk”. For instance, “Dicen” becomes
“VERB:unk:plur:3”. Our expectation was to work for the gender classification task, but the Table
2indicates that these features are not sufficient.

For almost every approach and each task we applied TF-IDF features on the obtained tokens
and start the training with Support Vector Machines and Random Forest Classifier.

In the same Table, we may notice the arrival of a new task (ideology_middle). It was meant
to simplify the multiclass ideology by creating a new label which represents if the user ori-
entation is moderate (1) or not (0). Using the best model from this artificial task and the best
from ideology_binary, we derive a new solution. The multiclass decision is derived from the
ideology_middle and ideology_binary. For instance, if a tweet receives the pair (0, 1), it will
be encoded as moderate_left. This trial did not improve the SVM that performs one versus all
classification, but it would have been an interesting solution if at least one of the models had
been deep and had higher performance.



5.2. Pretrained Embeddings

In this section, we could not provide the named entity encapsulation, previously mentioned.
This is due to the fact that we must come up with new word embeddings trained from this
or another context. The training process was performed by feeding the training data to the
model, computing the cross-entropy (weighted or not) and minimizing it with the optimizer
AdamW (Loshchilov and Hutter [19]), from the Pytorch library. Most of the hyperparameters
of the optimizer and others involved in the training process were fixed 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 = 2 × 10−5,
𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 = 16, 𝜀 = 10−8, except for the class weights which are further mentioned.

After a training epoch, the model was tested on the validation set (validation epoch) and
if the mean loss is lower than the previous best, the model weights are locally saved. This
process was performed in a Jupyter Notebook deployed on the Kaggle platform. At the end of
the experiment, the stored results and logs were downloaded and visualised.

In the first attempt, we finetuned the BETO previously mentioned Cañete et al. [16] for
ideology_binary. The original model class was overridden in order to edit the last fully connected
layer: the original model contains a layer mapping vector of dimension 𝑑 = 768 to the number
of classes. We replaced this classifier with a sequence of 2 layers with the following number of
neurons: 768 > 256 > 𝑛𝑢𝑚_𝑐𝑙𝑎𝑠𝑠𝑒𝑠, with a dropout probability of 20% and a GELU activation
function. Its results were far lower than those of light models, as the Table 3 shows.

Table 3
Several tests were performed on our validation set with the deepmodels: BETO andDistilBETO

task model name approach Accuracy F1 Weighted F1 Macro

gender DistilBETO raw 72.39% 72.16% 71.47%
profession DistilBETO raw 87.26% 86.58% 77.47%
profession DistilBETO weighted 84.52% 85.23% 77.57%

ideology_binary BETO raw 56.90% 41.30% -
ideology_binary BETO biased 68.77% 66.49% -
ideology_binary DistilBETO raw 80.31% 80.36% 80.05%

ideology_multiclass DistilBETO raw 65.56% 65.41% 63.53%
ideology_multiclass DistilBETO weighted 63.87% 63.94% 62.73%

Inspired by Ben-Zaken et al. [20] we retried the procedure but only trained the biases. This
time, the performance was similar to the light models but did not prove to be better. This
approach is named “biased” in Table 3.

The best solution came from DistilBETO Cañete et al. [21], a DistilBERT model trained on
Spanish corpora. Being a model with a fewer number of parameters than BETO, we performed
the training, having all the gradients unfrozen. The first results are called the “raw approach”
in Table 3.

This time, the performance was significantly better. In the final round of training, we decided
to use custom class weights in the training. There are a lot of ways to compute the class weights.
If we consider each class id 𝑐 ∈ 𝐶, and𝑁𝑐 the number of samples in the training set, corresponding
to the mentioned label, we choose an empirical suitable value 𝑀 = 103, and the class weights
becomes 𝑤𝑐 =

𝑀
𝑁𝑐
. The weights were used in the loss function, which was categorical cross-



entropy. For profession task, the value was 𝑀 = 103, whereas for multiclass ideology, was
another value 𝑀 ∈ [0.1, 0.9]. We find this interval suitable for the current optimizer, AdamW
and the learning rate. These were the “weighted” approaches.

5.3. Results

For submitting the results, in the first attempt, we selected each user and merged all the tweets
in one string, and then send the decoded labels. This performed badly because the models
were trained on individual tweets. So, the second submission contains the result obtained by
applying inference at tweet level and choosing the most dominant class.

The results were much better, but far away from the results obtained on the validation set.
This means that the light models had overfitted some specific words in accomplishing the task.
However, the deep models worked better by obtaining a higher performance at user level (Table
4) than at tweet level (Table 3). This is because they are capable of analyzing an entire context
and not only the frequency of most common keywords. The third submission was the first
containing the deep models trained on raw tweets on ideology and with custom weights on
gender task.

The last submission (UniRetro_3) comes up with a new model for the profession task trained
with class weights. In Table 4 its values are present in the public leaderboard as well. On the
other results, the number mentioned in the round brackets is the hypothetical corresponding
place if the final submission was based on that version.

Table 4
Submission leader board containing our submissions compared to the top 3 and the baseline.
Each result contains the ranking for the corresponding task in the final leather board

submission_id Avg. F1 Macro Gender F1 Profession F1 Ideology Binary F1 Ideology Multiclass F1

LosCalis 0.902262 (1) 0.902868 (1) 0.944327 (1) 0.961623 (1) 0.800229 (4)
NLP-CIMAT-GTO 0.890961 (2) 0.784836 (6) 0.921250 (3) 0.961482 (2) 0.896275 (1)

Alejandro Mosquera 0.889182 (3) 0.826714 (3) 0.933452 (2) 0.951519 (3) 0.845044 (3)

UniRetro_3 0.786940 (9) 0.737976 (12) 0.883463 (6) 0.902198 (7) 0.624124 (12)
UniRetro_2 0.733122 (14) 0.737976 (12) 0.668188 (17) 0.902198 (7) 0.624124 (12)
UniRetro_1 0.684379 (17) 0.693878 (15) 0.668188 (17) 0.796037 (15) 0.579415 (14)
UniRetro_0 0.581635 (20) 0.629944 (18) 0.432432 (19) 0.702381 (18) 0.561781 (16)

Baseline 0.511228 (20) 0.576211 (19) 0.432432 (18) 0.595665 (19) 0.440603 (19)

6. Interpretation

Here we analyze the feature’s impotence, finding relevant patterns in profiling the authors.
Although the best models in this area were SVM with RBF kernel, it is worth mentioning that
those with linear kernel have a similar performance. They also have the advantage of being
easy to interpret.

For the binary classification tasks, we saved the vocabulary and extracted the weight for
each word, from SVM parameters. The words corresponding to the top 15 lowest weights will



determine if the sample belongs to class 0, and the top 15 highest for class 1.

Figure 2: Feature (word) importance for best Linear SVC model predicting the binary ideology; label 0
represents the left orientation and 1 the right orientation

Figure 2 contains the importance of the best model for predicting the binary ideology. It is
interesting that texts with the left orientation uses words like “derecha” (right), “progresista”
(progressive), “fascista” (fascist), referring to a right-wing vocabulary. At the same time, texts
with the right orientation contain “izquierda” (left), “comunista” (communist), “p_sanchez” which
stands for Pedro Sánchez, former Prime Minister of Spain and former Secretary-General of
Spanish Socialist Workers’ Party. This experiment summarizes the populism pattern, presented
in Section 1.

Another interesting behavior we noticed, was in the gender classification task. Figure 3
illustrates that the decisive words for both classes were the gender of the noun proud (“orgul-
loso” and “orgullosa”). The next features representing texts written by women also contain
“mujeres” (women), “feminista” (feminist), whereas the male side contains more toponyms
(Bilbao, Cantabria, etc.). This demonstrates that the linguistic features we tried to use in the
previous experiments, will not be sufficient for gender classification. However, the topic of
discussion, the named references may be more relevant in this task.



Figure 3: Feature (word) importance for best Linear SVC model predicting the gender; label 0 represents
the female writers and 1 the male writers

7. Conclusion and Future Work

In this paper, we presented the contributions of the UniRetro team in the IberLef, PoliticEs 2022
“Spanish Author Profiling for Political Ideology” shared task. We have used a variety of models
and techniques including Transformers, Knowledge Distillation, and other Machine Learning
models.

We described 2 solutions, each one containing 3 versions of data processing. Different from
previous methods, we found a relevant interpretation for which the TF-IDF features may not
be sufficient for solving this task and tried to use several techniques like MixUp, named entity
encapsulation. Therefore deep models proved to work better in generalizing the problem. Our
best ranking was 6th place for profession classification using DistilBETO with handcrafted class
weights.

For future work, we aim to adapt the MixUp technique for deep models as well. For avoiding
the tokenization of named entities, we had an attempt of isolating them into special tokens, as
we did with the 5 personalities. However, the NER model failed to deliver properly the named
institution and had a lot of false positives. We also tried with a POS tagger and had a similar
issue. So, there is a need for a better Spanish model trained for Named Entity Recognition.
Another limitation we encountered was trying to finetune a large Albeto model. This may be
overcome by deploying the training in a special cloud and searching for a smooth learning rate
accordingly to our dataset, class weights, and other hyperparameters.
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