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Abstract
PoliticES at IberLef 2022 proposes to profile users in a political domain according to their tweets. In
our participation, we have tested two different approaches and some combinations of them. Our first
approach is based on approximate nearest neighbours, which obtains low scores for individual results but
a great score when combining several outputs. On the other hand, we have also tested some BERT-based
systems to study the performance of such technologies in this task. While these systems obtain the best
score of our submissions (0.74), we still want to study how to combine them with the first approach to
take advantage of the best features of each approach.
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1. Introduction

PoliticES at IberLef 2022 is a shared task that proposes to profile users given a set of tweets [1].
More in detail, given a set of tweets for each user, systems must detect their gender, profession
and political ideology. While gender and profession are proposed as a binary classification task,
political ideology is proposed both as a binary and multi-class task.

Our team had already participated in tasks oriented to profile users based on their tweets,
as for example for detecting fake-news spreaders [2] or detecting anorexia trends in forums
[3]. Moreover, we also proposed a system for detecting stance in tweets based not only on
textual content, but also on social-media information [4]. Given that PoliticES only provides
textual data, we have focused on proposing different methods based on text, combining them
and evaluating their potential for this task.

On one hand, we have tested an approach based on representing users combining their
messages and tag them according to the label or their nearest neighbours. In this approach, we
have tested different representations and ways for tagging users.

On the other hand, we have tested the performance of different transformer-based models.
For this approach, we have fine-tuned some models pre-trained over different collections. Our
aim with this approach was to (1) evaluate the performance of different BERT-based Spanish
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models, (2) evaluate multilingual models for a Spanish task and (3) compare these models among
them.

For all our experiments, we have used the dataset provided by the organizers [5], without the
addition of any external resource.

Our results show that while individual runs using the nearest neighbours approach obtain
low scores, their combination achieves a promising result (our second best score). On the other
hand, the BERT-based models obtained similar results, with the best score achieved by a model
pre-trained on twitter.

The rest of this paper is structure as follows: In Section 2 we describe the approach based on
nearest neighbours, while in Section 3 we describe the approach based on BERT models. Then,
we described the submitted runs in Section 4 and give results in Section 4. Finally, we give some
conclusions and future work in Section 6.

2. Approximate Nearest Neighbors Approach

Our first approach is based on Approximate Nearest Neighbors (ANN), given its efficiency when
processing large data collections, such as those in social networks. Besides, we have already
tested this approach in other tasks [6].

The first step is to represent texts using the Universal Sentence Encoder [7]. We use a
multilingual model trained using a Deep Average Network (DAN) [8]. The encoder outputs a
512-dimensional vector for each input text. We have tested two variants of this encoder: one
based on transformers and a second one based on CNNs.

Since we have several messages for each user, we have tested two approaches for representing
a user: (1) we concatenate all the messages of a user in a single text and encode this text and;
(2) we represent each user as the average of the embeddings of all their messages.

In this approach, we work under the assumption that among the target classes there could be
different topics associated to each label. Then, we can tag users by using the label of users talking
about similar topics. In the development period, we check our assumption by representing texts
in a low-dimensional space applying TSNE over the encoded texts. We show in Figures 1 and
2 two examples of these representations, where we can see some kind of distinction between
labels in each class.

Instead of using a method based on brute force for ANN, we have applied a non-exact
technique based on the use of trees. Thus, the results can be easily scaled to larger amount of
data. We have employed the Annoy library, which uses tree-like structures for the representation
of nodes and random projections for the division of the subspace between adjacent nodes. We
have used a space generated by the inner-dot product of the 𝐿2 normalized vectors generated
by the Universal Sentence Encoder.

Once the training set is encoded and the nearest neighbor index is generated using Annoy,
we label users in the test set based on the labels of their neighbors. For each class, the approach
is as follows:

• Profession: given a new user, we tag them with the profession of their nearest neighbour.
• Gender: given a new user, we tag them with the gender of their nearest neighbour.



Figure 1: t-SNE representation of documents for the gender label

• Binary ideology: given a new user, we tag them with the binary ideology more repeated
among the three nearest neighbours.

• Binary multi-class: given a new user, we tag them with the multi-class ideology more
repeated among the fifteen nearest neighbours.

Furthermore, we have tested another approach for tagging the ideology of a user, both binary
and multi-class, where we consider that class as dependant of gender and profession. That is,
we retrieve the nearest neighbours with the same gender and profession given to the input user.

3. BERT-based Approach

Our second approach is based on fine-tuning different transformer-based models. Our objectives
for applying this approach were to test current state-of-the-art BERT-based models for this task
and to study if a combination of these models can outperform results of individual systems.

We have performed experiments with the following systems:

• bertin-project-bertin-roberta-base-spanish [9]: RoBERTa-base model trained on the Span-
ish portion of mC4 [10].

• PlanTL-GOB-ES-roberta-base-bne [11]: RoBERTa-base model trained with data from the
National Library of Spain (BNE).



Figure 2: t-SNE representation of documents for the profession label

• bert-base-multilingual-uncased [12]: BERT system trained using different languages in-
cluding Spanish. By using this system we wanted to test the performance of a multilingual
model in this task.

• pysentimiento-robertuito-base-uncased [13]: RoBERTa-base model trained on 500 million
Spanish tweets. Thus, we can test the performance of a system trained on tweets instead
of more formal texts.

• cardiffnlp-twitter-xlm-roberta-base: RoBERTa-base model trained in 198M multilingual
tweets [14]. Here, we can test a multilingual model trained on tweets.

We have fine-tuned each one of these systems for 2 epochs on the training set, given that we
detected a lost in performance when fine-tuning for 3, or more, epochs.

4. Submitted Runs

We have submitted 10 runs. We have selected our runs for testing different approaches, giving
more importance to the ANN approach and trying to combine different systems. The description
of each run is as follows:

• Run 1: CNN version of the Multilingual Sentence Encoder (MSE), average messages of
each user and tag ideology independently from other classes.



• Run 2: similar to run 1 except that we tag ideology depending on profession and gender.
• Run 3: CNN version of the MSE, concatenate messages of each user and tag ideology

independently from other classes.
• Run 4: similar to run 3 except that we tag ideology depending on profession and gender.
• Run 5: transformers version of the MSE, average messages of each user and tag ideology

independently from other classes.
• Run 6: similar to run 5 except that we tag ideology depending on profession and gender.
• Run 7: in this run we apply a voting scheme of different outputs based on ANN depending

on: the version of the MSE, if we average or concatenate messages, if we obtain gender
independent or dependant from other classes. The most common predicted value among
all the systems is chosen as the final prediction. Thus, this run considers the output of
previous runs and additional outputs.

• Run 8: we use the output from a fine-tuned RoBERTuito system. This was the BERT-based
model that gave us the best results in the development period.

• Run 9: this run combines the 5 BERT-based systems, described in Section 3, based on a
voting scheme where the most predicted value is given.

• Run 10: this runs combines the two main approaches followed in this work. More in detail,
we combine the first 6 runs with the 5 BERT-based systems. The value more predicted for
each class is given as the final output of the run.

In our submitted runs we can see a first group of runs based on ANN, where we have selected
6 systems for the first 6 runs and a combined system based on a voting scheme (run 7). The
second group contains runs based on BERT models, with one run for the best model in the
development period (RoBERTuito as run 8) and a combination of several models (run 9). Finally,
we have also submitted a combination of both approaches (run 10).

By submitting these runs we wanted to test the differences when using different approaches
for ANN, and compare them with the results of BERT-based models.

5. Analysis of Results

We show the results of our 10 runs in Table 1. The Table contains F1 results for each class, as
well as results of the main evaluation measure (the macro-average f1 of all classes). We have
highlighted the best score for each measure. The Table also contains the scores of the best
participant, which ranks the best for all the measures except ideology multiclass, where they
ranked fourth.

In Table 1, we can see that our best results are given by runs 7 to 10, with the best score (0.74)
obtained by RoBERTuito (run 8). With this score, we ranked 13th in the official leaderboard. As
we can see in the Table, we are far from the best participant, who obtain an f1 score of at least
0.90 for all the measures, except multiclass ideology.

Regarding runs from the ANN approach, the scores of individual runs (from run 1 to run 6)
are lower than the scores of other systems. It seems that the information extracted from the
encoder is insufficient to model features for defining each class. We think this is due to the lack
of a explicit training and the simplicity of the inference method applied, which is only based on



run average macro f1 f1 gender f1 profession f1 ideology f1 ideology
binary multiclass

best 0.902262 0.902868 0.944327 0.961623 0.800229
run1 0.419777 0.540938 0.428312 0.462267 0.247593
run2 0.367752 0.353140 0.499773 0.436090 0.182003
run3 0.426207 0.579093 0.432870 0.452310 0.240556
run4 0.450610 0.514339 0.486883 0.510991 0.290227
run5 0.451989 0.428904 0.597701 0.538828 0.242522
run6 0.443832 0.490093 0.463602 0.575059 0.246575
run7 0.738497 0.711312 0.833309 0.810739 0.598626
run8 0.740889 0.747162 0.833309 0.818269 0.564815
run9 0.726057 0.732143 0.765326 0.839939 0.566822
run10 0.732241 0.752783 0.833309 0.799924 0.542949

Table 1
Results of the 10 runs. The best score for each measure is highlighted. We also include scores of the best
participant.

retrieving the nearest neighbours. Given that results using BERT-based models are higher, we
think the ANN approach could benefit from pre-processing the embeddings obtained from the
encoder. We want to study this kind of pre-processing.

On the other hand, the combination of several outputs from this approach, in run 7, has
obtained results similar to our best approaches. Thus, it seems that the different outputs are
complementary or there are some outputs with better results than the selected as the final runs.
We want to explore these observations to obtained more information about this approach.

With respect to BERT-based models, they have obtained the best performance of our runs, with
a F1 score close to 0.75. However, the combination of these systems was unable to outperform
the score of RoBERTuito. We leave as future work a deeper study about the results of each
model and how to combine them in other ways.

6. Conclusions and Future Work

Profiling users in social media is an interesting task that is attracting research, as it is shown
by the proposal of evaluation tasks. In this paper, we describe our participation in PoliticES at
IberLEF 2022, where users are profiled in the political domain.

We have tested two approaches. Our first approach is based on tagging users according to
the labels of their nearest neighbours, represented using the Multilingual Sentence Encoder.
This approach has shown promising results when combining different outputs from different
settings, but it requires a deeper study about how to use it in this task.

Our second approach is based on fine-tuning BERT-based systems pre-trained on different
datasets. This approach obtains the best results in our experiments. We plan as future work to
study how to combine these systems among them to outperform individual results, as well as
how to include information from these systems in the first approach.
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