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Abstract
Sentiment analysis is one of the coveted areas of Natural Language Processing due to its business
application with a scope that covers any type of opinion based text. In this paper, we describe our
participation at the track of sentiment analysis of the REST-MEX@IberLef 2022 shared task. The objective
of this sub-task is to predict the polarity of tourists’ opinions about representative places in Mexico.
Most opinions are written in Spanish, though there also some opinions written in English. Nevertheless,
the number of opinions written in English is not meaningful. We tackle the task using traditional
machine learning classifiers as well as fine-tuned Transformers for sentiment analysis. Throughout
our experimentation, we also apply novel data augmentation techniques (such as summarization) to
improve the result of the models. Our experiments show that the fine-tuned transformer models can
obtain successful results ranking the second place at the REST-MEX@IberLef 2022 shared task.
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1. Introduction

Sentiment analysis aims to study on how opinions are expressed and identify their polarity
(positive, negative or neutral) towards a specific topic. [1] Many organizations and companies
can benefit from the use of automatic sentiment analysis technology, since it allows them to
efficiently mine the opinions about a specific subject in a large number of comments. Tourism
is likely one of the sectors that can obtain a greater benefit from sentiment analysis. This is
mainly due to tourists are especially prolific in sharing their opinions on social networks. Thus,
social media is having an tremendous impact on tourism [2].

Mexico is one of the countries worldwide where tourism generates the greatest impact on
the generation of direct employment in that sector, and therefore, economic growth to achieve
stability among its inhabitants [3]. In 2018, more than 4.5 million direct jobs were generated in
Mexico thanks to tourism, corresponding to 8.5% of the GDP of this country [4]. In the last two
years, Covid-19 has negatively influenced global tourism, leading to very negative consequences
for developing countries’ economies.

To overcome economic crisis after Covid-19, it is vital to increase productivity on sectors
such as tourism [5]. Thanks to tourism platforms such as Tripadvisor [6], where people can
post their opinions about places they visit, millions of data are generated in text form that could
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be analyzed for various purposes. For example, to understand why some areas tend to receive
more tourists than others. The rapid growth of available data together with the development
of new efficient techniques for Natural Language Processing (NLP) [7], makes it possible to
perform analysis of large volumes of data.

Sentiment analysis is a task within the field of NLP that examines subjectivity. Distinguishing
subjective texts is a complex problem, even for individuals, as it is a combination of emotions,
opinions, speculations or irony among others [8].

In recent years, several NLP based approaches have been exposed to solve the sentiment
analysis task applied to different topics [9, 10, 11]. Early approaches [12], [13] for sentiment
analysis exploited classical machine learning algorithms such as SVM or Naïve Bayes and
text representation models like Bag-of-Words, Term Frequency-Inverse Document Frequency
(TF-IDF). Due to the recent advances in computing power [14], traditional machine learning
models are being replaced by newer techniques based on deep neural networks, which are
obtaining state-of-the-art results in many NLP applications. [15, 16]. The big evolution in the
NLP field comes from 2017 with the introduction of Transformers [17], a novel technique based
on neural networks that offers superior results to previous ones due to its ability to understand
context to a greater extent. Since Transformers enable data paralelization, they are usually
more efficient than previous deep learning models such as recurrent neural networks [17].

In this paper, we propose the use of Transformers methods to solve the sentiment analysis
sub-task of the REST-MEX@IberLef 2022 shared task [18], preceding the 2021 version [19]. This
subtask aims to identify the level of satisfaction as well as the type of place that a tourist’s
opinion is describing about a Mexican place. The polarity of an opinion is defined in the
numerical interval 1-5 (1 being the worst and 5 the best). The type of place can be a "Restaurant",
"Hotel" or "Tourist attraction".

2. Methodology

2.1. Data analysis

The given training dataset consists of a total of 30,212 comments. Each comment contains the
following fields: title, opinion, attraction (type of place) and polarity.

First, we need to identify if the training dataset is well-balanced, that is, all classes have
similar number of instances. An unbalanced dataset means that the models will not be able to
train properly on the least represented classes, which will hindered their inference as there is
not enough insight to classify them.

The analysis of polarity distribution on Figure 1 shows that polarity is highly biased towards
the most positive polarity (value 5), representing 70% of the polarity values, meanwhile the
lowest polarity (value 1) has a representation of less than 2%.

In terms of the type of place (attraction), it is more evenly distributed with "Hotel" holding
55% of the values and the other half divided between the rest.

We also need to analyze the content of the text fields: title and opinion. Most texts contain
emojis specially prevalent in the titles. As shown in table 2, some titles include only a few
tokens (in the form of emojis) with an average of four tokens. In terms of the opinions, most of
the instances have around 106 tokens which is fair but some are as long as 3,484.



Polarity values (30212) Attraction values (30212)
Class Instances Class Instances

5 20,936 Hotel 16,565
4 5,878 Restaurant 8,450
3 2,121 Attractive 5,197
2 730 - -
1 547 - -

Table 1
Initial analysis of instances for Polarity and Attraction classes

Opinion field - Number of tokens Title field - Number of tokens
Count 30,210 Count 30,210
Mean 106.24 Mean 3.99
Std. 162.73 Std. 2.78
Min. 3.0 Min. 1.0
25% 35.0 25% 2.0
50% 53.0 50% 3.0
75% 104.75 75% 5.0
Max. 3484 Max. 26.0

Table 2
Analysis of tokens in Opinion and Title fields

Preprocessing is performed to remove opinions with more than 5,000 characters, 278 long
opinions were removed due to performance reasons while training models. On the other hand,
2 instances were removed for containing empty fields.

2.2. Data Augmentation

Due to the unbalanced nature of the dataset, data augmentation was performed to increase the
instances of the more underrepresented classes.

Unlike data sampling it consists of duplicating o removing instances from the dataset, data
augmentation stands to create new instances by applying different type of techniques to the
existing dataset.

Data augmentation for NLP is a complicated task specially for text classification as you do not
want to change the meaning of the sentence and also you cannot duplicate records. Otherwise
you run the risk of overfitting some labels to specific data characteristics [20].

Data augmentation was only applied to increase the number of instances in the unrepresented
polarity classes.

Various techniques exists to solve this issue and the one picked is summarization. Summa-
rization is the task of generating shorter input text while preserving the important information
[21]. The idea behind using summarization for data augmentation is that the meaning of the
sentence is not changed, so that text meaning characteristics remain the same without it being
a duplication. The summarization model used [22] is a pretrained model based of the mT5
transformer architecture [23].



Text summarization models can propose different summaries from the same input depending
on the desired length of the text output. Taking this fact into account, for polarity 1 we generate
3 different summaries, for polarity 2 we generate 2 different summaries and for polarity 3 we
generate 1 different summary. In this way, we achieve to increase the number of instances in
the three most unrepresented classes (polarities 1, 2 and 3).

Once the data augmentation is performed, the resulting training dataset consists of 38,551
instances (that is, 8341 were automatically generated), as shown in Figure 3 (polarity distribution).
The polarity 5 drops to 50% of the representation while polarity 1 increases to 7% compared to
original.

Polarity values (38832) Atttraction values (38832)
Class Instances Class Instances

5 20936 Hotel 20058
4 6363 Restaurant 11450
3 5878 Attractive 7324
2 2920 - -
1 2735 - -

Table 3
Analysis of instances for Polarity and Attraction classes after data augmentation

2.3. Scenarios for training

As the training dataset contains two text fields, we proposed different combinations of these
fields to create the input texts for training:

1. For each instance, we only exploit the opinion field and discard the title one. From now,
we call it as “Dataset 1".

2. We apply data augmentation on the Dataset 1. From now, we called it as “Dataset 2".
3. For each instance, the title and opinion fields are concatenated to form the input text.

From now, we call it as “Dataset 3".
4. We apply data augmentation on the Dataset 3. From now, we call it as “Dataset 4".

The reason to discard the title field in some scenarios is that this field might not give extra
information considering the high prevalence of emojis in the titles, which our experimentation
models will handle as unknown tokens.

In each dataset, 80% of data is used for training and the remaining 20% for validation. Table 4
shows some statistics about each of scenarios created for training:

2.4. Approaches

In order to solve the given task, two different approaches have been followed. The first approach
is a traditional machine learning technique known as SVM (Support vector machine) [24], which
has been successfully applied for text classification tasks.[25] Our second approach is based on
fine-tuned Transformers, where we explore different pretrained models.



Name Fields Data augmentation Train instances Validation instances
Dataset 1 Opinion No 23,944 5,987
Dataset 2 Opinion Yes 30,840 7,711
Dataset 3 Title + Opinion No 23,944 5,987
Dataset 4 Title + Opinion Yes 30,840 7,711

Table 4
Description of the four scenarios for training

2.4.1. SVM

is a supervised learning algorithm whose objective is to find a hyperplane that best separates
different classes in the form of data points. We consider this classifier as our baseline.

For this method, it was necessary to convert each input text to a embedding, that is, a numerical
vectorized representation. In order to do that, a Spanish word embedding model, containing
almost 3 billions tokens, was used with a vector dimension of 300 [26]. Its implementation is
based on FastText and SUC (Spanish Unannotated Corpora) vocabulary [27].

To train our SVM baseline, Python library sklearn provides an easy way to implement,
train an test an SVM classification model (SVC) in few lines of code.

2.4.2. Transformers.

Over the last few years, there have been tremendous advances in applying Transformers to
many NLP applications. This is mainly due to the existence of platforms such as Huggingface
[28], which provides a simple way to use and train pretrained models. Using a pretrained model
means we can use transfer learning so that the model is not trained from scratch, saving time,
resources and yielding better results [29]. Huggingface models make this task simple, as it
provides implementations for the different NLP tasks.

The following list contains the pretrained models that we fine-tuned for the proposed task:

• RoBERTa: The pretrained model selected is a specific version of RoBERTa [30] trained
with Spanish vocabulary called RoBERTaESP [31]. The text is tokenized with the same
tokenizer from the pretrained model. RoBERTa is a highly optimized BERT[16] model,
sharing a very similar architecture. Moreover, RoBERTa has been trained using a masked
language modeling objective, that is 15% of the tokens are masked. It implements the
encoder part of the transformer architecture [17] and it is aimed for tasks that use whole
sentences to make decisions.

• GPT2: The pretrained model selected is a specific version of GPT2 [32] trained with
Spanish vocabulary called GPT2 base bne [31]. The text is tokenized with the same
tokenizer from the pretrained model. GPT2 it has been trained with a casual language
modeling objective, that is each future token is masked. It implements the decoder part
of the transformer architecture and sit is an auto regressive model with a focus on text
generation.

With the pretrained models RoBERTa and GP2T we apply a text classification head using
the Huggingface API (AutoTokenizer, TFAutoModelFor SequenceClassification,



DataCollatorWithPadding classes) to fine-tune the models with our own datasets.
We picked these two models as they represent the two parts of the Transformers architec-

ture in encoder and decoder. Encoder models perform better at text classification and token
classification techniques while decoder models outperform encoders at text generation [33].

For the training these models, we used AdamWeigthDecay with a learning rate of 2e-5, decay
rate of 0.01, no warm up steps, 2 epochs and number of steps equal to the number of items
on the dataset multiplied by the epochs. The rest of the parameters follow the defaults as in
Huggingface’s implementation.

3. Results and Discussion

3.1. Models comparison

This subsection shows the results obtained for each proposed approach: SVM and RoBERTaESP
are evaluated in detail on the four scenarios described above. However, the GPT2-base-bne)
approach is only evaluated on Dataset 1, because no improvement in results was gained from
RoBERTaESP on Dataset 1.

Table 5 shows the results for the task of identifying the type of place (attraction). All models
tested for this task produced high accuracy results. However, the RoBERTaESP slightly improves
the result with respect to the rest models, reaching 98% accuracy. Data augmentation does
not have an effect because the focus was for the underrepresented polarity classes. It can be
observed that SVM performs worse on datasets with title and opinion while RoBERTa remains
the same. Therefore RoBERTa outperforms the other models for this attraction prediction.

Attraction classification on validation dataset
Model Dataset F1 - Hotel class F1 - Restaurant class F1 - Attractive class Accuracy
SVM 1 0.96 0.92 0.97 0.95

RoBERTaESP 1 0.99 0.98 0.99 0.98
GPT2 1 0.98 0.97 0.99 0.98
SVM 2 0.95 0.91 0.95 0.94

RoBERTaESP 2 0.99 0.98 0.99 0.98
SVM 3 0.97 0.93 0.97 0.96

RoBERTaESP 3 0.99 0.98 0.99 0.98
SVM 4 0.96 0.92 0.96 0.95

RoBERTaESP 4 0.99 0.98 0.99 0.98

Table 5
Results on Attraction task on validation dataset

Table 6 shows the results from the task of identifying the polarity on the validation dataset.
This task shows more varied results among the different models and scenarios. First of all,
it is important to recall that this task has five different classes which represent the polarity
of a review, from 1 (most negative polarity) to 5 (most positive polarity). Sometimes it can
be difficult, even to humans, to differentiate when a bad opinion should get 1 or 2 stars (for
example, "This hotel was very bad"). That is, some similar opinions could be labeled slightly
different.



Regarding the different tasks, SVM shows a similar performance comparing with Transformers
for the Attraction task. However, when the number of classes increases (Polarity task), there
are significant changes. First, SVM is not able to classify almost any instance into intermediate
classes (polarities 2 and 3). Secondly, although Transformers and SVM reach similar accuracy
values, F1-values state a more balance classification from Transformers models. Thirdly, among
the Transformers models, RoBERTaESP gets the best overall accuracies values and most of the
F1-values in both tasks (Attraction and Polarity). Finally, Classes 2 and 4 from the Polarity task
have been the most difficult ones to classify, even for the best RoBERTaESP model, as they may
be confused with Classes 1 and 3. On the other hand, Class 5 shows high accuracy classification
values, probably due to the fact of having most of the instances from the dataset.

Data augmentation technique used in this project (summarization) has slightly increased
classification rates. Even though RoBERTaESP model does not improve the overall accuracy
value, most of F1-values in Polarity task (Classes 1, 2 and 3), get higher rates.

Regarding the different datasets created, when SVM model trains on Dataset 2, it classifies
correctly much more instances in Class 1 comparing with training with Dataset 1.

Secondly, if Classes 2 and 4 were omitted, SVM models would have been benefited because
they have trouble to classify instances in the intermediate classes. Finally, Transformers models
improve the results from the SVM models, getting to classify instances into more various classes.
Moreover, if Transformers models are compared with each other, RoBERTaESP offers the best
accuracy, when training in both Datasets 3 and 4. However, when RoBERTaESP trains with
Dataset 4, it gets better F1 scores in every class.

All in all, training with both Title and Opinion fields and also Data Augmentation slightly im-
proves results. Moreover, RoBERTaESP model offers the best results among other Transformers
models tested.

Polarity classification on validation dataset
Model Dataset F1 - class 1 F1 - class 2 F1 - class 3 F1 - class 4 F1 - class 5 Accuracy
SVM 1 0.04 0.0 0.25 0.0 0.84 0.71

RoBERTaESP 1 0.50 0.38 0.48 0.50 0.90 0.78
GPT2 1 0.44 0.36 0.45 0.48 0.88 0.76
SVM 2 0.42 0.02 0.60 0.00 0.84 0.68

RoBERTaESP 2 0.61 0.39 0.64 0.36 0.89 0.74
SVM 3 0.20 0.0 0.32 0.01 0.85 0.72

RoBERTaESP 3 0.57 0.34 0.55 0.53 0.90 0.79
SVM 4 0.43 0.01 0.60 0.01 0.84 0.67

RoBERTaESP 4 0.79 0.64 0.76 0.53 0.89 0.79

Table 6
Results on Polarity task on validation dataset

3.2. Selected model

From the previous results, we can see that the best model is the RoBERTaESP trained using the
Dataset 4 (that is, combining title and opinion and using data augmentation). We use this model
to predict the outputs for the test dataset provided by the organizers during the evaluation
phase which included 12938 instances.



Tables 7 and 8 show our final results in the classification of attractions and polarities, respec-
tively. These results have been published by the organizers of the REST-MEX@IberLef 2022
shared task. Our approach obtains the second-best result from the competition.

The results obtained in the competition closely follow the performance of the selected model
with the labeled datasets, as shown in section 3.1.

In the Polarity task, Classes 1, 3 and 4, follow closely 50%, while Class 5 almost reaches 90%.
This means that high rated opinions will be classified correctly, while the model may have
problems in classifying negative opinions.

The difficulties in predicting the sentiment of an opinion are also due to the number of labels.
This is due to the scarce difference between the levels of polarity next to each other. Literature
sentiment analysis models perform better on three labels: negative, neutral and positive. If
more labels are used then an off by one accuracy is performed [34].

Results from the Attraction task are similar to the performance observed while training
models, reaching high accuracy values.

Attraction type classification
Model Dataset F1 - Hotel class F1 - Restaurant class F1 - Attractive class Accuracy

RoBERTaESP 4 0.9907 0.9811 0.9932 0.9884

Table 7
Results obtained in the Polarity task for selected model in the REST-MEX competition final dataset

Polarity classification
Model Dataset F1 - class 1 F1 - class 2 F1 - class 3 F1 - class 4 F1 - class 5 Accuracy

RoBERTaESP 4 0.5190 0.3428 0.5010 0.4799 0.8829 0.7625

Table 8
Our final results for the classification on the attraction type on the test dataset

4. Conclusions

In this paper, we describe our participation at the sentiment analysis track of the Rest-
Mex@IberLef 2022 shared task. Different techniques have been evaluated, from SVM to different
pretrained Transformers models. Even though SVM is a traditional technique, it is still capable
of solving tasks with high accuracy results. However, Transformers have shown the best results
using transfer learning.

The best results were obtained with RoBERTaESP, a pretrained transformer model for Spanish
language based on RoBERTa. This model obtained an accuracy of 76.25% in the Polarity task
and 98.84% in the Attraction task in the competition, being the second-best result in the overall
task.

The main difficulties for this task were the unbalanced labeled dataset. In order to solve this
problem, we use data augmentation by applying text summarization to increase the number of
instances of the classes with fewer instances. This idea proved to bring slight improvements,
obtaining more balanced results.

As future work, the task solved in this article could be extended to solve the same problem
applied to multiple languages since sentiment analysis is multilingual in nature. Moreover, we



plan to explore multi modal approaches to also exploit other input data such as image or sound.
Our experimentation can be found in a Github repository [35].
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