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Abstract
In this paper, we describe the proposed methodology for participating in the sentiment analysis chal-
lenge from the Rest-Mex track at IberLEF 2022. This challenge is a classification problem, and consists
on two sub-tasks: polarity classification and the type of opinion. Our proposal consists in generating
high level features from texts by learning contextualized representations based on an ensemble of fine-
tuned BERT models according to each sub-task. Subsequently, these features are aggregated to obtain
an extended dataset, where an optimal ensemble of machine learning models are trained. The proposed
strategy obtained the third place on this task.
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1. Introduction

Tourism is a key activity for the economy of many countries [1]. Particularly for Mexico,
before the COVID-19 pandemic, tourism contributed 8.7% of gross domestic product (GDP)[2],
and after this difficult pandemic period, this activity is showing a significant improvement in
the last quarter of 2021 in terms of GDP according to official statistics [3, 4]. Nowadays, the
internet and social media provide us a way to know the opinions and preferences of people who
makes use of services related to tourism, such as hotels, lodging, flights, destinations, amenities,
among many others. The data generated by users is in the form of text, sometimes together
with photos or videos, which can make complex its analysis and implementation of supervised
and non supervised machine learning (ML) techniques. Since last year, Rest-Mex [5] offers an
evaluation forum which allows the participation of the academic community in some tasks
aimed at understanding the perception of users of tourism services in Mexico, helping in this
way, to address some issues related to tourism, and at the same time, the reactivation of the
tourism sector. To this end, two taks were proposed: recommendation system and sentiment
analysis, promoting the application and development of natural language processing (NLP)
methodologies for the spanish language, together with state of the art (SOTA) machine/deep
learning models.
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This year, Rest-Mex has focused on three tasks: recommendation system, sentiment analysis
and covid semaphore prediction, for whom, a new corpora has been created and provided by
the organizers considering Spanish opinions from the TripAdvisor website and news related to
covid in Mexico [6]1.

In this paper, we propose a methodology to address the sentiment analysis task, which
is described in the oficial website1 as: "Given an opinion about a Mexican tourist place, the
goal is to determine the polarity, between 1 and 5, of the text, and the type of opinion (hotel,
restaurant or attraction)". We propose a two-step methodology. In the first step, we obtain high
level features from texts based on fine-tuned BERT models, that we use to obtain an extended
dataset. In the second step, we obtain an optimal ensemble of classifiers, which give us the final
prediction for each subtask. This document is organized as follows. In Section 2, we describe the
dataset by doing an exploratory data analysis, which gave us valuable information. In section 3,
the proposed methodology is explained in detail. Section 4 shows the results we obtained with
our proposal and Section 5 outlines our conclusions.

2. Exploratory data analysis

The dataset of the sentiment analysis task of Rest-Mex, consists of 30212 items, and for each
one of them, a title, the opinion, the category (Hotel, Restaurant, Attractive), and the polarity
[1-5], are included. From this dataset, we randomly select 60% for training, 20% for validation
and the remaining 20% for test. Opinion texts has an average length of 122.21 tokens (after
concatenating opinion and title) and 512 tokens as maximum, as can be seen in Figure 1(a).
The majority class is Hotel, followed by Restaurant and Attraction (Figure 1(b)), and it can be
observed a highly unbalanced dataset respecting to the polarity, where most of the opinions
has a very positive polarity (5) and few of them has the most negative polarity (1), as can be
seen in Figure 1(c).

(a) Text length (b) Type of opinion (c) Polarity

Figure 1: Some basic statistics for the sentiment analysis corpus

We can observe notable differences in the type of opinion according to the distribution of
text length, as can be seen in Figure 2, and for the polarity as well, as is shown in Figure 3. For
instance, the length of user opinions with polarity 5 are consistently shorter than those with
polarity 1.

1https://sites.google.com/cicese.edu.mx/rest-mex-2022/home?authuser=0#h.i5o10i3si9z4

https://sites.google.com/cicese.edu.mx/rest-mex-2022/home?authuser=0#h.i5o10i3si9z4


Figure 2: Text length according to the type of opinion

Figure 3: Text length according to the type of opinion and polarity

For the polarity problem, we decided to explore the behavior of a well-known sentiment
score based on the Vader lexicon [7], which give us values in [−1, 1], from most negative (-1) to
most positive (1). The results of the Vader sentiment scores for each level of polarity is shown
in Figure 4. Similarly to the text length, we can observe a notable trend with the Vader score,
because the variance of this score becomes smaller when the polarity tends to 5, and the mean
of the score tends to 1 for this value of polarity.

Figure 4: Vader sentiment score according to the type of opinion and polarity

For the rest of polarity levels, this difference is less significant, however, we find it interesting
to explore the most frequent words of the opinion texts for the polarity values of 1 and 5. This
analysis can be seen in Figure 5. Respecting to the subject of opinion (Hotel, Restaurant or
Attractive), it can be seen that it is easy to distinguish the categories, even with the simple
frequency of words, however, it is not the case of the polarity of opinions, because it is not easy
to identify this category based solely on this feature, even with the extreme categories 1 and 5.

Based on this exploratory data analysis, we expect that the polarity classification will be



(a) Opinion Hotel, Polarity 1

(d) Opinion Hotel, Polarity 5

(b) Opinion Restaurant, Polarity
1

(e) Opinion Restaurant, Polarity
5

(c) Opinion Attractive, Polarity 1

(f) Opinion Attractive, Polarity 5

Figure 5: Wordclouds for the type of opinions and polarities 1 (most negative) and 5 (most positive).

considerably more difficult than the opinion classification subtask.

3. Methodology

The methodology we proposed consists on two steps. In the first step, we obtain high level
features from texts by using an ensemble of BERT models trained in both subtasks (type of
opinion and polarity). In the second step, we obtain an optimal ensemble of classifiers trained
in the features obtained in the first step, which give us the final prediction for each subtask.
We did minimal preprocessing of the data, which consists of concatenate the title and opinion
and convert the concatenated text to lowercase. We explain in detail these two steps in the
following sections.

3.1. High level features

In this step, we obtain high level features by learning contextualized representations of texts
based on an ensemble of BERT models [8], particularly, we used the spanish pre-trained model
BETO [9] with fine-tunning for each subtask with the following configuration.

• Type of opinion. We address this subtask as a classification problem, and for this case,
we did an exhaustive search of the hyper-parameters suggested by Devlin et. al. [8] by
maximizing the Macro F1-score in the validation dataset, and using a weighted cross
entropy loss function to consider the effect of class imbalance, where the weights were
defined according to the class populations (hotel, restaurant, attractive). This results in a



sequence length of 128 tokens, batch size of 32 and a learning rate of 5e-05 with ADAM
optimizer on 2 epochs.

• Polarity. In this case, we address this subtask as a regression problem to take into account
the ordinal nature of the categories. We used the same settings described before but in
this case, minimizing the mean absolute error (MAE), and the optimal parameters were a
sequence length of 128 tokens, batch size of 16, and a learning rate of 2e-05 with ADAM
optimizer on 3 epochs.

Once we obtained the optimal hyper-parameters for each subtask, we used an approach based
on an ensemble of BERT models. Recent research has shown that using an ensemble of single
BERTs as "weak" models with a weighted voting scheme, provides a more robust model for
classification tasks [10, 11].

For the classification problem, we used an ensemble of 4 BERTs with a weighted voting scheme,
i.e., by accumulating the softmax layer outputs and selecting the class with the maximum weight.
For the regression problem, we used the mean from an ensemble of 9 BERTs, rounding to the
nearest integer in the valid range [1, 5]. It is worthwhile to say that the size of the ensemble
for each subtask, was choosen in such a way that there would no longer be any significant
improvement in the final result. This ensemble scheme is shown in Figure 6(a) for the type
of opinion (classification) subtask, where we show the Macro F1-score for the ensemble of 4
BERTs with weighted voting scheme and the polarity (regression) subtask in Figure 6(b), were
we show the MAE for the ensemble of 9 BERT models by using the mean.

(a) Ensemble of BERTs for the classification task (b) Ensemble of BERTs for the regression task

Figure 6: Results for single BERT models (red crosses) and the ensemble of BERTs (blue line).

With the BERT models trained according to the ensemble scheme described before, we
proceed to obtain the embeddings of size 768 given by the special token [CLS] for all texts in
the corpus and all the single BERT models. These embeddings represents our new features, and
they are aggregated to form an extended dataset, in a process we called data augmentation on
high level features.

Let X𝑚 to be the data matrix of size 𝑛 × 𝑑, where 𝑛 is the size of the training corpus (i.e.,
the number of text opinions), 𝑑 the number of features for each text x𝑖 and 𝑚 = 1, . . . ,𝑀 the
number of BERT models in the ensemble. Now, we concatenate each one of the 𝑚 data matrix
(one for each BERT model) to obtain the extended dataset X of size (𝑛×𝑀,𝑑).

For the classification problem, the number of features 𝑑 = 768 + 1, where we added the
length of the text to the embeddings of the BERT models. For the regression problem, the



number of features is 𝑑 = 768 + 2, where we added the length of the text and the sentiment
score of Vader lexicon. We decided to add these features because they showed to be relevant for
these subtasks in the exploratory data analysis we did in Section 2.

3.2. Ensemble of classifiers

With the extended dataset we obtained in the Section 3.1 above, we search for the optimal
prediction algorithm for the classification and regresion subtasks we defined before. To this end,
we used the automated machine learning (AutoML) approach given by the mljar-supervised
Python package [12]. In [12], it is said that AutoML with mljar "... abstracts the common way
to preprocess the data, construct the machine learning models, and perform hyper-parameters
tuning to find the best model" by "trying many different machine learning models (Algorithm
Selection and Hyper-Parameters tuning)". This is achieved with the Compete mode, that trains
highly-tuned ML models with ensembling and stacking [12]. In our case, the metrics to optimize
for AutoML were Macro F1-score for the classification subtask and MAE for the regression
subtask, with 90% of the extended dataset for training and the remaining 10% for testing.

The optimal ensemble for the classification problem consisted on the models LightGBM [13]
and a Neural Network. In Figure 7(a), we can see the performance of different individual ML
algorithms compared to the optimal ensemble respecting to Macro F1-score. For the regression
problem, the optimal ensemble included LightGBM and XGBoost [14], and we can see in Figure
8(a) the performance of different ML models compared to the optimal ensemble respecting to
MAE metric.

(a) AutoML performance boxplot
(b) AutoML features importance

Figure 7: AutoML results for the classification (type of opinion) subtask.

One of the advantages of AutoML, is that we can obtain an interpretable model, meaning
that we can obtain a measure of the features importance. It is shown in Figure 7 and 8. We can
observe that for the classification task, the length of the text (feature 769) is the fourth most
important variable (Figure 7(b)), and for the regression problem, this feature is the third most
important variable followed by the Vader score (feature 770), as can be seen in Figure 8(b).



(a) AutoML performance boxplot
(b) AutoML features importance

Figure 8: AutoML results for the regression (polarity) subtask.

BERT model Single model Model + AutoML Improvement (%)
1 98.0900 98.5466 0.47
2 98.5103 98.6028 0.09
3 98.3356 98.5666 0.23
4 98.2963 98.5837 0.29

Ensemble 98.8168 98.9806 0.17

Table 1
Results for the type of opinion (hotel, restaurant or attraction) subtask according to theMacro F1-score
evaluated on the test dataset. We shows the results for the single BERT models and the ensemble.

4. Results

The results we obtained with our proposal for both subtasks (classification and regression) are
shown in Tables 1 and 2. Those results are evaluated on the test dataset (20% of the data) created
previously.

We can observe that in both cases, there is a consistent improvement in the results when we
consider the ensemble of BERT models, and furthermore, the best results are obtained when we
used the ensemble of classifiers with AutoML, as was described in Section 3.2, even when it is
applied to single BERT models. For the type of opinion subtask, we obtain an improvement
of 0.17%, and for the polarity subtask, the improvement was 3.4%, when we use the BERT
ensemble + AutoML in both subtasks.

5. Conclusions

In this paper, we described our proposal to address the sentiment analysis task from Rest-Mex
2022. Our experiments show the effectiveness of using high level features from texts learned
from BERT models, and how they can be used to extend the dataset, in a similar way data
augmentation does. By taking our extended dataset as input, we use AutoML techniques,
proving to be a useful and efficient technique to obtain good ML models for the classification
and regression problems we formulate to tackle this task. Our proposed methodology obtained



BERT model Single model Model + AutoML Improvement (%)
1 0.2685 0.2579 3.95
2 0.2864 0.2624 8.38
3 0.2599 0.2545 2.08
4 0.2750 0.2647 3.75
5 0.2642 0.2498 5.45
6 0.2689 0.2535 5.73
7 0.3099 0.2624 15.33
8 0.2672 0.2525 5.50
9 0.2910 0.2588 11.07

Ensamble 0.2526 0.2440 3.40

Table 2
Results for the polarity [1 − 5] subtask according to the MAE score evaluated on the test dataset. We
shows the results for the single BERT models and the ensemble.

third place in this challenge, where we obtained a MAE score of 0.2642 for polarity and Macro
F1-score of 0.9888 for the type of opinion, evaluated in the official test dataset.
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