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Abstract
A critical challenge in neurosymbolic approaches is to handle the symbol grounding problem without
direct supervision. That is mapping high-dimensional raw data into an interpretation over a finite set of
abstract concepts with a known meaning, without using labels. In this work, we ground symbols into
sequences of images by exploiting symbolic logical knowledge in the form of Linear Temporal Logic over
finite traces (LTLf) formulas, and sequence-level labels expressing if a sequence of images is compliant
or not with the given formula. Our approach is based on translating the LTLf formula into an equivalent
deterministic finite automaton (DFA) and interpreting the latter in fuzzy logic. Experiments show that
our system outperforms recurrent neural networks in sequence classification and can reach high image
classification accuracy without being trained with any single-image label.

1. Introduction

A crucial problem in neurosymbolic integration is handling the symbol grounding problem
without direct supervision. We refer to symbol grounding [1] as the process of mapping raw
data into an interpretation over a finite boolean symbolic alphabet, where each symbol expresses
a meaningful high-level concept. In particular, we focus on grounding symbols in raw data
sequences using some prior symbolic knowledge expressed in Linear Temporal Logic interpreted
on finite traces (LTLf) [2]. LTLf is used in a big variety of domains, from robotics [3] to Business
Process Management (BPM) [4], for specifying temporal relationships, dynamic constraints
and performing automated reasoning. It is unambiguous compared to natural language, yet
easy to use and understand. Evaluating if a symbolic sequence is compliant with a given LTLf
formula is straightforward. In several real-world applications, however, such sequences are not
symbolic but appear ‘rendered’, or grounded in raw data such as images, videos, words, audio,
etc. In some application domains, such for example in BPM [5], we could know a high-level
specification of the process expressed in terms of symbols, yet exploiting this knowledge is
impossible unless it is grounded in the data. Therefore, symbol grounding represents the first
preliminary step to be made to perform any logical reasoning, included evaluation.

Deep neural networks perform extraordinary well in perception tasks on raw data [6]. Su-
pervised classification can be seen as grounding a set of classes in the dataset, by training
directly on a set of (data, class) examples. Despite the success of deep learning in this area,
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the main drawback remains the acquisition of the labeled data necessary for training. State-
of-the-art self-supervised approaches have seen enormous progress lately; they can compress
high-dimensional data and cluster it in a meaningful way [7] [8] without using any label. In
particular, some approaches can also extract a discrete representation of the input data [9],
which can be considered an interpretation over a symbolic alphabet [10] [11] [12]. However,
we do not know the meaning of these automatically-extracted symbols, and inspecting them or
connecting them to some human-designed knowledge remains extremely hard.

In this work, we take a step in the direction of grounding a known meaningful set of symbols
in perceptual data, with as little supervision as possible, by exploiting some prior knowledge
about expected sequencing expressed as an LTLf fomula in the same symbolic alphabet. Our
framework is based on translating the LTLf symbolic knowledge into an equivalent deterministic
finite automaton (DFA) and encoding the latter using fuzzy logic. The use of fuzzy logic has
seen many successes in neurosymboilc AI [13], and many framework are based on it, such as
Logic Tensor Networks (LTN) [14] and Lyrics [15]. Unlike prior work, we focus on grounding
knowledge into time-extended data sequences. Our work is similar to LTN, but extends it
to temporal logic and time-extended data. LTN extends First Order Logic (FOL) to make it
compatible with machine-learning tasks. For example introducing the concept of a dataset
containing more data samples, and the concept of feature. However, the concept of time is
still missing, in the sense that encoding knowledge on a set of examples (batch dimension),
each represented by a sequence of data (time dimension), eventually multidimensional (feature
dimension), is not straightforward. In our work, we manage the time dimension by applying
recursion over different time steps, in the same way recurrent neural networks do.

In summary, the main contribution of this paper is a framework able to encode temporally
extended specifications and ground them on sequences of images of any length, through a
recursive structure. Experiments show that our method effectively classifies both sequences
and single images. In particular, it is faster, requires less data, and is more robust to overfitting
than a classical end-to-end classical neural approach that cannot use high-level knowledge.

The remainder of this paper is organized as follows: in section 2 we report related works; in
section 3 we give some preliminaries on Linear Temporal Logic and Logic Tensor Networks; in
section 4 we formulate our problem and illustrate in detail the method used to solve it; we report
the experiments evaluating our approach in section 5; and finally we conclude and discuss
directions for future work in section 6.

2. Related works

Integrating logical knowledge and neural networks Integrating logical knowledge and
deep learning is still an open problem, and many different approaches have been proposed.
Some works propose embedding logical knowledge and symbolic data in the same feature
space and inferring connections between the two using the distance in the feature space as a
metric [16] [17]. In this case, the representation quality depends on the training, and obtaining
the same exact behavior of the logical knowledge can be hard. Some other approaches use
real-valued logic [14] [18], such as fuzzy logic or probabilistic logic, to integrate sub-symbolic
perception and symbolic reasoning. The use of real-valued logic is compatible with gradient



descent optimization that is at the base of neural network training. In this work, we use this
second approach and in particular we focus on the use of LTLf knowledge.

Machine learning and LTL Many works exploit the synergies between machine learning
and LTL in a beneficial way. In reinforcement learning, LTL-based reward machines are used
to simplify and automate the creation of reward functions for Markovian and non-Markovian
decision processes [19][20]. However, they are applicable only in discrete-state environments
or continuous problems for which a mapping between the continuous state and a symbolic
interpretation is known, also known as labeled MDP [21]. Some works use neural networks to
solve problems related to LTL, generally approached with combinatorial algorithms. Camacho
and McIlraith [22] use deep learning to guide research in program synthesis and improve
scalability. Walke et al. [23] use recurrent neural networks to learn LTLf formulas from a set of
traces. However, these works use symbolic data and do not consider the problem of discovering
latent symbols in the data, which is the problem we face in our work.

Exploiting high-level knowledge for vision tasks Previous works have shown that vision
tasks can benefit from background knowledge. Stewart and Ermon [24] perform detecting and
tracking objects, without any labels, by exploiting known laws of physics. Donadello et al.
[25] exploit logical knowledge to increase robustness to noisy datasets with incorrect labels
in semantic image interpretation tasks. In particular, our work focuses on classifying images
using logical symbolic knowledge instead of image-class labels in a semi-supervised fashion.

Semisupervised symbol grounding A benchmark for semisupervised symbol grounding
is the digit addition problem, where a system must learn to classify MNIST digits images by
knowing only the result of their sum and how addition works. LTN [14] and DeepProbLog
[18] show how their systems can benefit from knowing addition rules. However, they handle
the problem only in two settings: single-digit and double-digit addition. Dai et al. [26] use
logic abduction to correct the prediction of a CNN, by using a derivative-free optimization.
They tested their framework on binary sums of digits, where the two binary numbers can have
various lengths. We propose a similar experiment on MNIST digits, that does not concern
addition and where we do not know in advance the input sequence length. In particular, we
evaluate an LTLf formula over sequences of arbitrary lengths of digits by using a recurrent
specification in the form of a fuzzy DFA. We use the same approach of LTN, by adapting it to
LTLf formulas. To the best of our knowledge, it’s the first time LTN has been used to incorporate
temporal logic knowledge into neural networks.

3. Background

3.1. LTLf and DFA

Linear Temporal Logic (LTL) [27] is a language which extends traditional propositional logic
with modal operators. With the latter we can specify rules that must hold through time. In
this work, we use LTL interpreted over finite traces (LTLf) [2]. Such interpretation allows the



executions of arbitrarily long traces, but not infinite, and is adequate for finite-horizon planning
problems.

Given a set 𝑃 of propositions, the syntax for constructing an LTLf formula 𝜙 is given by

𝜙 ∶∶= ⊤ | ⊥ | 𝑝 | ¬𝜙 | 𝜙1 ∧ 𝜙2 | 𝑋𝜙 | 𝜙1𝑈𝜙2 (1)

where 𝑝 ∈ 𝑃. We use ⊤ and ⊥ to denote true and false respectively. 𝑋 (Next) and 𝑈 (Until) are
temporal operators. Other temporal operators are: 𝑁 (Weak Next) and 𝑅 (Release) respectively,
defined as 𝑁𝜙 ≡ ¬𝑋¬𝜙 and 𝜙1𝑅𝜙2 ≡ ¬(¬𝜙1𝑈¬𝜙2); 𝐺 (globally) 𝐺𝜙 ≡ ⊥𝑅𝜙 and 𝐹 (eventually)
𝐹𝜙 ≡ 𝑇𝑈𝜙. A trace 𝜌 = 𝜌[0], 𝜌[1], ... is a sequence of propositional assignments, where 𝜌[𝑥] ∈ 2𝑃
(𝑥 ≥ 0) is the 𝑥-th point of 𝜌. Intuitively, 𝜌[𝑥] is the set of propositions that are true at instant 𝑥.
Additionally, |𝜌| represents the length of 𝜌. Since each trace is finite |𝜌| < ∞ and 𝜌 ∈ (2𝑃)∗. We
refer the reader to [27] for a formal description of the operators’ semantics. Any LTLf formula
𝜙 can be translated in an equivalent Deterministic Finite Automaton (DFA) 𝐴𝜙 = (2𝑃, 𝑆, 𝑠0, 𝛿 , 𝐹 ),
where 2𝑃 is the automaton alphabet, 𝑆 is the set of states, 𝑠0 ∈ 𝑆 is the initial state, 𝛿 ∶ 𝑆𝑥2𝑃 → 𝑆
is the transition function and 𝐹 ⊆ 𝑆 is the set of final states. Let be 𝐿(𝐴𝜙) the language composed
by all the strings accepted by the 𝐴𝜙 we have

𝜌 ⊨ 𝜙 iff 𝜌 ∈ 𝐿(𝐴𝜙) (2)

Despite the size of 𝐴𝜙 is double-exponential in 𝜙 in the worst-case [2], 𝐴𝜙 is often quite small in
practice, and scalable techniques are available for computing it from 𝜙 [28] [29] [30].

LTLf formulas are widely used in BPM. In particular, the BPM community has selected 21
types of formulas that are particularly significant for describing complex processes declaratively
[31]. The latter are at the base of the system Declare [32] and they generate DFAs that are
polynomial in the original formula [33]. We use the Declare formulas as a benchmark for
evaluating our approach.

3.2. Logic Tensor Networks

Logic Tensor Networks (LTN) [14] are a neurosymbolic framework that can reason and learn by
exploiting both structured symbolic knowledge and raw data. It implements a logic called Real
Logic, which contains constants, function and predicate symbols, as First Order Logic (FOL). LTN
also implements connectives (¬, ∧, ∨, →, 𝑙 ↔) and quantifiers (universal, existential, diagonal
universal, and guarded universal and existential). Any logic formula in Real Logic is interpreted
using fuzzy logic semantics, namely, it is assigned with a continuous truth-value between 0 and
1. Fuzzy logic has shown to be suitable in several real-world applications where a statement
can be only partially true or exceptions can be present. Notably, fuzzy interpretations are based
on continuous and differentiable functions, so neural networks can co-exist in the framework
and actually implement elements of the logic. Every element of Real Logic is grounded in real
tensor, so that it can be an assignment to available data, the output of a neural network, or a
satisfaction level of a logic formula between 0 and 1.

LTN can be used for querying, reasoning and learning: here we focus on learning. LTN
can learn from both data and symbolic knowledge by imposing the knowledge available, and
searching for the groundings that maximize the satisfiability of that knowledge. This is done



by simply defining a loss objective that is inverse to the given formula’s satisfaction level
and optimizing the system’s trainable weights by back-propagation. In our work, we use the
same concept of learning by best satisfiability, but we apply it to the DFA generated by the
LTLf formula. The neural computational graph implementing the automaton has therefore a
recurrent structure, like a Long short-term memory (LSTM) neural network, and can be applied
to sequences of any length. This feature is missing in the current implementation of LTN, and
it is very convenient for imposing logic specifications that are extended in the time dimension.

4. Method

In this section, we formulate our problem in detail, and we present the method used to encode
the LTLf knowledge and ground the alphabet in the data.

4.1. Problem formulation

We consider the problem of classifying a sequence of images 𝑥 = 𝑖[0], 𝑖[1], ..𝑖[𝑙] as compliant or
not with a certain specification expressed as an LTLf formula 𝜙. Each image is the ‘rendering’ of
a symbolic interpretation over the formula alphabet 𝑃. This means that there exists a function
𝑐 ∶ 𝐼 → 2𝑃, where 𝐼 is the space of images, that maps each image into the truth values of
symbols in 𝑃. If we map each image in the symbolic space with this function we obtain a trace
𝑝 = 𝑝[0], 𝑝[1], ..., 𝑝[𝑙 − 1], where 𝑙 is the sequence length and 𝑝[𝑖] = 𝑐(𝑖[𝑡]) ∀0 ≤ 𝑡 ≤ 𝑙. We denote
with 𝐴𝜙 = (2𝑃, 𝑆, 𝑠0, 𝛿 , 𝐹 ) the DFA corresponding to the formula 𝜙, where 2𝑃 is the automaton
alphabet, 𝑆 is the set of states, 𝑠0 is the initial state, 𝛿 is the transition function and 𝐹 is the set
of final states. If we run the trace in the DFA we obtain a sequence of 𝑙 + 1 automaton states
𝑠 = 𝑠[0], 𝑠[1], ...𝑠[𝑙], where 𝑠[0] = 𝑠0 is the initial state and the last state 𝑠[𝑙] ∈ 𝐹 if the sequence
of images is accepted or 𝑠[𝑙] ∈ (𝑆 − 𝐹) otherwise.

We are interested in the classifying function 𝑐. We assume that we can discover it in a weakly
supervised way, namely without using any single-image label (image, symbolic interpretation).
In particular, we assume to know the following information: (i) the formula 𝜙, from which
we can build the DFA 𝐴𝜙, (ii) a set of training data 𝐷 = {< 𝑥1, 𝑦1 >, < 𝑥2, 𝑦2 >, ..., < 𝑥𝑛, 𝑦𝑛 >}
where 𝑥𝑘 is an image sequence 𝑖[0], 𝑖[1], ..𝑖[𝑙 − 1] and 𝑦𝑘 ∈ {0, 1} is the label denoting whether
the sequence is accepted or not.

4.2. Framework

We consider our framework as a neural network composed of two parts:(i) a perception part,
represented by a trainable convolutional neural network that classifies symbols from images,
implementing the function c we want to discover; (ii) a logic part, represented by a non-trainable
recurrent structure, that is a fuzzy correspondent of the automaton 𝐴𝜙. Figure 1 shows an
example of the functioning of our framework.

The sequence of images 𝑥 = 𝑖[0], 𝑖[1], ..., 𝑖[𝑙 −1] is passed one by one to the classifier, producing
𝑙 continuous vectors of dimension |𝑃 | where 𝑃 is the set of propositions used by the formula.

We define a fuzzy predicate 𝑃𝑐(𝑐𝑖, 𝑡) denoting whether the 𝑡-th image in the sequence belongs
to class 𝑖. The classifier implements the grounding of 𝑃𝑐. In fact the component 𝑖 of the



(a) (b)

Figure 1: a) An example of LTLf formula with the corresponding equivalent automaton, b) our framework

CNN prediction for the image 𝑖[𝑡] in the sequence is the truth value of 𝑃𝑐(𝑐𝑖, 𝑡). We denote as
𝑝[𝑡] = [𝑃𝑐(𝑐0, 𝑡), 𝑃𝑐(𝑐1, 𝑡), ..𝑃𝑐(𝑐|𝑃 |, 𝑡)] the fuzzy interpretation over propositions in 𝑃 at time 𝑡. This
fuzzy interpretation can be used to proceed on the automaton.

In particular, at any time 𝑡 we are in a state of the automaton, we encode this information
with another fuzzy predicate 𝑃𝑠, where 𝑃𝑠(𝑠𝑖, 𝑡) is true if we are in state 𝑠𝑖 at time 𝑡. As before, we
define 𝑠[𝑡] the interpretation at time 𝑡 over the state symbols 𝑠[𝑡] = [𝑃𝑠(𝑠0, 𝑡), 𝑃𝑠(𝑠1, 𝑡), ..., 𝑃𝑠(𝑠|𝑆|, 𝑡),
with |𝑆| equal to the number of states in the DFA.

If at time 𝑡 we are in a state 𝑠𝑖 of the DFA and we receive a certain interpretation 𝑝[𝑡] over the
set of symbols, at time 𝑡 + 1 we transit to the state 𝑠𝑗 linked to 𝑠𝑖 by the edge 𝑒𝑖,𝑗 that is made true
by the interpretation. For example, if we are in state 1 of the DFA in Figure 1(a),and we receive
the interpretation [′𝑡ℎ𝑟𝑒𝑒′ = 𝐹𝑎𝑙𝑠𝑒,′ 𝑡𝑤𝑜′ = 𝐹𝑎𝑙𝑠𝑒] we move to state 2 because the interpretation
satisfies the formula ¬𝑡ℎ𝑟𝑒𝑒 ∧¬𝑡𝑤𝑜 on the arc 𝑒1,2. More formally 𝑃𝑠(𝑠𝑗, 𝑡 +1) = (𝑃𝑠(𝑠𝑖, 𝑡)∧𝑒𝑖,𝑗(𝑝[𝑡])),
where we denote as 𝑒𝑖,𝑗(𝑝[𝑡]) the truth value of the formula on arc 𝑒𝑖,𝑗 when evaluated on the
interpretation 𝑝[𝑡].

We start at the initial state 𝑠0 of the automaton, and we have therefore

𝑃𝑠(𝑠0, 0) = ⊤ ∧ (𝑃𝑠(𝑠𝑖, 0) = ⊥ ∀1 ≤ 𝑖 ≤ |𝑆|) (3)

Then we simulate a run of the automaton using the fuzzy symbolic interpretations the
classifier has predicted. The transition from a state 𝑠𝑖 to a state 𝑠𝑗 through an interpretation 𝑝[𝑡]
follows the rule:

𝑃𝑠(𝑠𝑗, 𝑡 + 1) = ⋃
𝑖∶(𝑖,𝑗) is an edge of 𝐴𝜙

𝑃𝑠(𝑠𝑖, 𝑡) ∧ 𝑒𝑖,𝑗(𝑝[𝑡]) (4)

Finally we evaluate the last interpretation over the state symbols 𝑠[𝑙] and we impose this
must be either: one state in 𝐹 if the sequence is accepted; or one state not in 𝐹 if the sequence is
negative. For this purpose we define the predicate 𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑(𝑥) that is ⊤ if the label 𝑦 associated
with 𝑥 in the dataset is 1, and ⊥ if the label is 0. We know that:

∀𝑥𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑(𝑥) ↔ ⋃
𝑠𝑖∈𝐹

𝑃𝑠(𝑠𝑖, 𝑙) (5)



We optimize the network so as to maximize the satisfiability of this formula. In fact the truth
value of formula 5 depends on the truth value of the last state, that in turn depends on the
previous state and the previous classes and so on. Let 𝑠(𝑥𝑖, 𝑦𝑖) be the truth value of Equation 5
for one particular sample (𝑥𝑖, 𝑦𝑖) in the dataset. The loss associated with that sample is 1 − 𝑠(𝑥𝑖)
that is aggregated over all data, since the formula must be true ∀𝑥.

𝐿 =
𝑖=𝑛
∑
𝑖=0

(1 − 𝑠(𝑥𝑖, 𝑦𝑖)) (6)

The loss 𝐿 is backpropagated through the network and the classifier weights are updated with
classical gradient descent. In particular Equations 3, 4 and 5 are the axioms in our knowledge
base. They are all evaluated in fuzzy logic using the product t-norm 𝑇𝑃 for conjunction, its
dual t-conorm 𝑆𝑃 for disjunction, standard negation 𝑁𝑆 , and the Reichenbach implication 𝐼𝑅, as
suggested in the LTN paper [14].

¬ ∶ 𝑁𝑆(𝑎) = 1 − 𝑎
∧ ∶ 𝑇𝑃(𝑎, 𝑏) = 𝑎 ∗ 𝑏

∨ ∶ 𝑆𝑃(𝑎, 𝑏) = 𝑎 + 𝑏 − 𝑎 ∗ 𝑏
→∶ 𝐼𝑅(𝑎, 𝑏) = 1 − 𝑎 + 𝑎 ∗ 𝑏

In figure 1(b) we show the network behaviour in case of perfect grounding. In this case the
classifier predicts all one-hot encodings, this represent an ideal situation where no uncertainty
is present, and symbols are all either perfectly true or perfectly false. Also the output from the
fuzzy trainsitions is perfectly boolean and the fuzzy automaton behaves exactly as the original
DFA. However, the fuzzy automata can predict the sequence of states even with some uncertainty
in the symbol grounding layer, while the original DFA cannot handle any uncertainty.

5. Experiments

In this section we report the experiments supporting our method. The implementation code is
available online at https://github.com/whitemech/grounding_LTLf_in_image_sequences.

Since LTL can be used to specify innumerable constraints, we test our framework on a
subset of formulas that is as complete as possible and, at the same time, useful for practical
applications. We choose, therefore, to test it on the Declare constraints. Declare [32] is one
of the prime languages of the declarative process modeling paradigm, and is composed of 20
types of activity constraints expressed as LTLf formulas. See the appendix for a complete
list of Declare formulas. Declare formulas assume that one and only one proposition is ⊤ at
each instant of time, that is symbols are mutually exclusive. For each Declare formula, we
perform an LTLf evaluation experiment in three settings: (1) training on the complete dataset;
(2) training on a restricted dataset; (3) training on the complete dataset by dropping the Declare
assumption on mutually exclusive symbols (see the following section for more details about
the dataset creation process). We report the sequence classification accuracy, that is the ratio
of correctly evaluated sequences, and the image classification accuracy, namely the ratio of
correctly predicted symbolic interpretation in single images.

https://github.com/whitemech/grounding_LTLf_in_image_sequences


5.1. Dataset

The dataset is created by rendering symbolic configurations using images of zeros and ones
from the MNIST dataset. In these experiments, therefore, we used an alphabet composed of only
two symbols. However, we can apply the framework to an alphabet of any size by changing the
classifier output layer. For each formula, all the possible symbolic traces with length between
1 and 4 are created. The latter are randomly split in train traces and test traces, we denote as
𝑝𝑡𝑟𝑎𝑐𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 the percentage of traces used for training. In the same way images in the MNIST
dataset are randomly divided in train and test images, we denote as 𝑝𝑖𝑚𝑎𝑔𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 the percentage
of images used for training.

We construct the training dataset by rendering train traces with train images and the test
dataset by rendering test traces with test images. In this way, the test contains symbolic traces
never observed in the training, in which each symbolic interpretation is rendered with an image
never observed during training.

We test our approach on three dataset: (i) complete, (ii) restricted, (iii) complete with non
mutually exclusive symbols. The complete dataset is built as described above with parameters
𝑝𝑡𝑟𝑎𝑐𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 = 50% and 𝑝𝑖𝑚𝑎𝑔𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 =85%. The restricted dataset is constructed by using parameters
𝑝𝑡𝑟𝑎𝑐𝑒𝑠,𝑡𝑟𝑎𝑖𝑛=40% and 𝑝𝑖𝑚𝑎𝑔𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 = 15%. Achieving good perception performances on the restricted
dataset is therefore more difficult, since a big percentage of possible renderings are not observed
during training.

Images from MNIST dataset render only one digit at time (mutually exclusive symbols),
however our framework can be tested also for multilabel classification, as needed when symbols
are not mutually exclusive. For this purpose we create also a dataset rendering interpretations
non in MNIST: when all symbols are set to false (rendered as a black image), when both symbols
set to true (rendered as a ‘zero’ image and a ‘one’ image superimposed on each other). We
create a dataset for multilabel classification by modifying MNIST images as described above
and using the same parameters values used for the complete dataset, namely 𝑝𝑡𝑟𝑎𝑐𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 = 50%
and 𝑝𝑖𝑚𝑎𝑔𝑒𝑠,𝑡𝑟𝑎𝑖𝑛 =85%.

5.2. Results

We compare our neurosymbolic approach (NS) with a classical supervised deep learning ap-
proach (DL). We implement the latter with a convolutional neural network (the same used by
NS) followed by an LSTM. For each approach, each formula, and each dataset, we perform 10
experiments with different seeds, and we keep the best 8 ones. For space reasons, we report
the results obtained with each single Declare formula in the appendix and the mean results
over the 20 different Declare formulas in Figure 2. In all the plots solid line is the mean, and
the shaded area represents the standard deviation. In the sequence classification task, Figure 2
(first row), our approach outperforms the deep learning approach in all three datasets, even
in the non-mutually exclusive symbol case, although Declare formulas are not designed for
this kind of interpretation. The lstm-based approach struggles to reach the top accuracy on the
test set, and this is even more evident in the experiment on the restricted image dataset. It also
happens because in some formulas the lstm tends to overfit the training data, which is visible in
the results in the appendix.



Figure 2: Experiments over 20 Declare formulas. In the first row: sequence classification accuracy,
in the second row: image classification accuracy. They are obtained by training on three different
datasets: (first columns) complete dataset, (second column) restricted dataset, (third column) com-
plete dataset with non-mutually exclusive symbols. Solid lines represent mean values, shaded areas
represent standard deviations.

In the image classification task, Figure 2 (second row), our approach reaches high accuracy
on both the test and training sets without exploiting any image label.

5.3. Discussion on ‘groundability’

Our system does not need any single-data label to ground the symbols of a given formula into
data, however, correctly grounding single data using only sequence labels and the formula is
not always possible for any arbitrary formula. In particular, if there exists a redenomination
of the symbols in the alphabet that maintains all the accepted traces still accepted and all the
unaccepted traces still not accepted, multiple groundings are possible. When trained on these
formulas, our system can still distinguish one class from the other, but can choose the wrong
names for symbols. For example, in our experiment on MNIST digits, the classifier may assign
all images of zeros the label 1 and all the images of ones the label 0. In this case, we observe
that the accuracy on single image classification approaches 0% while the sequence classification
accuracy still approaches 100%. In order to aggregate results from these formulas, which can do
either 100% or 0%, we do not plot the value x of image classification accuracy, but the distance
from 50%, that is (50 + |x - 50|)% in Figure 2 (second row). This value goes to 100%, which means
the system correctly clusters all images of zeros together and all images of ones together.

This happens for all the formulas except one: choice(c0,c1), that is 𝐹𝑐0 ∨ 𝐹𝑐1 LTL (see the
appendix). This formula accepts any trace of mutually exclusive symbols, it is therefore not
specific enough, even to cluster images in the correct way. In fact, this formula achieves the
highest sequence classification accuracy and the lowest image classification accuracy. We would
obtain the same results with a tautology or an unsatisfiable formula.

Let us notice that this is not a problem with our implementation or the specific experiment
we made, but it is a problem with the process of abduction in general. However, our system is
compatible with the use of single image labels, which can be employed to ensure the assignment



of the correct class names to the clusters in case the LTLf specification is not informative enough
to infer them.

6. Conclusion and future work

In conclusion, we propose a framework for exploiting high-level logical knowledge in the form
of LTLf formulas. In particular, we use this knowledge to map images into a set of symbols
with a known meaning without any image label. We have shown that discovering this mapping
is possible by using only sequence-level labels and the logical knowledge. Furthermore, in
sequence classification, our approach outperforms the end-to-end approach based on recurrent
neural networks: it is more general and can maintain high performances using fewer labels.

In the future, we want to apply this framework to a more realistic scenario in the area of
BPM or natural language processing, and we want to investigate how it can perform in the case
of nonperfect symbolic knowledge.
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A. Appendix

Figure 3: Experiments over 20 Declare constraints training on the full dataset inmutually exclusive
symbols. On the y axis: sequence classification accuracy ; on the x axis: epochs of training. Solid
lines represent mean values, shaded areas represent standard deviations.

http://dx.doi.org/10.1109/EDOC.2007.14
http://dx.doi.org/10.2139/ssrn.2572869


Figure 4: Experiments over 20 Declare constraints training on a restricted dataset in mutually
exclusive symbols setting. On the y axis: sequence classification accuracy ; on the x axis: epochs
of training. Solid lines represent mean values, shaded areas represent standard deviations.

A.1. Mutually exclusive symbols setting

Figure 3 shows the sequence classification accuracy of our approach (NS) and a convolu-
tional+LSTM neural network (DL) when trained on the full dataset for the different Declare
formulas. The results show that our approach outperforms the LSTM in all the formulas in the
full-dataset settings. Our approach reaches the top accuracy in a couple of epochs for all the
formulas. In contrast, the only-neural system struggles to reach the top, reaches it slower than
our method, or completely overfits. Figure 3shows the same experiment conducted on fewer
data, as described in the section Dataset. Performances of both methods degrade if we train on
the restricted dataset; however, our method is more robust and maintains higher performances
than the LSTM in 19 formulas over 20.

Figures 5 and 6 show the image classification accuracy obtained training on the full dataset
and the small one, respectively. We observe that our system achieves top classification accuracy



Figure 5: Experiments over 20 Declare constraints training on the full dataset in non mutually
exclusive symbols setting. On the y axis: image classification accuracy ; on the x axis: epochs of
training. Solid lines represent mean values, shaded areas represent standard deviations.

on the single images without being trained with any single-image label. This is particularly
evident in the experiments over the full dataset.

A.1.1. Non mutually exclusive symbols

In this section, we describe results obtained in non-mutually exclusive symbol configurations.
Figures 7 and 8 show the classification accuracy obtained on sequences and single images,
respectively. Our approach remains better than the LSTM in 18 over 20 formulas, even if the
formulas where designed for mutually exclusive symbol interpretations.



Figure 6: Experiments over 20 Declare constraints training on a restricted dataset in mutually
exclusive symbols setting. On the y axis: image classification accuracy ; on the x axis: epochs of
training. Solid lines represent mean values, shaded areas represent standard deviations.



Figure 7: Experiments over 20 Declare constraints training on the full dataset in non mutually
exclusive symbols setting. On the y axis: sequence classification accuracy ; on the x axis: epochs
of training. Solid lines represent mean values, shaded areas represent standard deviations.



Figure 8: Experiments over 20 Declare constraints training on the full dataset in non mutually
exclusive symbols setting. On the y axis: image classification accuracy ; on the x axis: epochs of
training. Solid lines represent mean values, shaded areas represent standard deviations.



Figure 9: List of Declare formulas as in [34]. We tested on all except last(a). Meaning of modal operators
symbols:○=X, ♦=F, □=G
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