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Abstract

The concept of Robotic Process Automation (RPA) has gained relevant attention in both
industry and academia. RPA raises a way of automating mundane and repetitive human tasks
requiring less intrusiveness with the IT infrastructure. Besides traditional user interviews and
process document analysis, a common practice starts by observing the behavior of humans with
the information systems while they perform the process to be automated. This sequence of
human interactions with the user interface (i.e., mouse clicks and keystrokes) is stored in logs
for later analysis. Analyzing these interactions brings significant benefits when conducting RPA
projects. Nonetheless, some decision-based behaviors of humans require additional information
to be explained. For example, a human may reject an invoice because some field is missing on
a form. However, there is no interaction with that field since such information is not stored
in the log. Therefore, this Ph.D. elaborates on a method to obtain additional information
based on screenshots collected during the process execution. Some features are extracted
from the screenshots to enrich the log, which is later used for classifying human decisions in a
machine-and-human-readable form. The proposed method can be applied to generate advanced
support in the RPA projects, e.g., producing an enhanced process analysis, supporting the
robot development, or generating predictions and simulations. The approach has been validated
using synthetic data where promising results were obtained.
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1. Research problem and motivation

In the last decade, the industry has embraced Robotic Process Automation (RPA) as a
new process automation level that focuses on tackling structured and repetitive tasks
quickly and efficiently. Thus, a digital workforce is enabled to mimic human employees’
behavior. This approach sharply contrasts with other paradigms for process automation
that consists of the orchestration of application programming interfaces (APIs) of the
software [1]. In turn, RPA implies a lower level of intrusiveness since this type of software
sits on top of the information technology infrastructure of a company instead of being
part of such infrastructure [2, 3]. It is acknowledged that a successful RPA adoption goes
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beyond just simple cost savings but also contributes to improvements in terms of agility
and quality [4, 5, 6].

Most RPA projects start by observing human workers performing the process, which
is later automated. More precisely, terms like Robotic Process Mining [7], Task Mining
[8], or Desktop Activity Mining [9] have been coined by the RPA community to exploit
the UI logs, i.e., a series of timestamped event logs (e.g., mouse clicks and keystrokes)
obtained by monitoring user interfaces. These methods are very convenient in helping
analysts to identify candidate processes to robotize, their different variants, and their
decision points efficiently [10]. However, a traditional user interface log is limited to
explaining all human behavior, e.g., a decision may be motivated by a form field even
though it is never directly interacted with. Therefore, human behaviors (i.e., decision
points) are unexplainable by current proposals.

This problem is accentuated in the context of Business Process Outsourcing (BPO),
where the processes being executed are hosted on external systems. Connections to these
systems are typically made via secure connections through virtualized environments (e.g.,
Citrix or TeamViewer). These types of connections only allow collecting raw images of
the monitored screen, i.e., screenshots, rather than the structure of the information being
processed (e.g., the DOM tree of a website). This context needs some support to manage
screenshots in the lifecycle that existing proposals do not cover.

Therefore, this Ph.D. intends to address these challenges based on the following
premises: (1) it is possible to discover processes from a Ul log, (2) it is possible to extract
useful features from screenshots, and (3) it is possible to extract the reasons why decisions
of the processes are made. In this context, we rely on the following RQ to give rise to
this research: How does image analysis improve RPA support?.

2. Research plan and methodology

As the research question is very generic, here we specify it in 4 sub-questions:

RQ1: Are the images displayed on the screen relevant to the analysis of processes with
Robotic Process Mining (RPM)?

RQ2: What alternatives exist to incorporate screen information into RPM?
RQ3: How can screen information be exploited in the early stages of the RPA life cycle?

RQ4: What effects would it have on the analysis and further stages of the RPA life cycle?

In answering these questions, this project proposal is planned following the Design
Science methodology [11] and is organized into five main phases (P) subdivided into tasks
(T). The methodology proposes that 3 of the 5 phases should be covered extensively (i.e.,
in-depth).

e P1. Explicate Problem: A validation is proposed to answer the RQ1, verifying
that the problem is significant for the community and, therefore, an interesting
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contribution considering the needs of the scientific community and the industry. A
Delphi [12] study is proposed for this phase.

P2. Define Requirements (in-depth): Definition of solution requirements, related
to RQ3. (T.2.1) Solution requirements that encompass process discovery in image
environments (i.e., processing, cleaning, and feature extraction based on a set of
screenshots obtained from human monitoring). (T.2.2) The requirements of a
solution that receives as input the output of the previous subtask, to be able to
explain the decision points in a machine-and-human-readable form.

P3. Design and Develop Artefact (in-depth): Design and development of what
is defined in P2. Which is related to RQ2 and RQ3. (T.3.1) The architecture,
algorithms, and technologies to be used to address the phases of the proposed
method (cf. Section 3) will be defined. This involves studying tools and algorithms
such as ProM, Disco (for process discovery), Canny, Sobel, Scikit-Image, Keras,
Keras-OCR!, Scikit-learn, PyTorch (for image processing), RPA-Logger 2, Spyrix
or Spytech (for user behavior monitoring). (T.3.2) Implementation of the solution
designed in T.3.1.

P4. Demonstrate Artefact (in-depth): Demonstration of the artifact developed
in P3 taking as reference the protocol defined in [13], widely applied in software
engineering. Two experimentations are intended to be developed. (T4.1) Using
synthetic data that allows to refine the artifact. (T4.2) Using real data that allows
us to bring the proposal as close as possible to a final prototype. That is trying to
support a solution to RQ3 and RQ4.

P5. Evaluate Artefact: Validating the application of the proposal deployed in a
real industrial context and analyzing the feedback from the users. The use case will
be designed to be compatible with use in a BPO environment, which is the clearest
example of the use of virtualized systems. That finally completes the answer to
RQ3 and RQA4.

3. Approach

In this section, a method to enable advanced RPA support is described (cf. Fig. 1).
This method proposes an image-based decision model discovery system for virtualized
environments that offers RPA support. At a glance, the most representative phases of
the approach are:

1.

Behavior monitoring to obtain a Ul log. This Ul log should include a screenshot for
each event, e.g., using a tool such as [14]. This phase is already being extensively
covered in previous investigations [14, 15]. However, the current research would
require an adaptation to capture more sources of information, e.g., images.

. Discover processes from the Ul log to build the process model that best represents

"https://github.com/faustomorales/keras-ocr
2https://gitlab.com/ajramirez /rpa-logger
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Figure 1: Proposed method for RPA support through explainable decisions from Ul logs.
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the captured human behavior, e.g., using [10]. The phase makes explicit decision
points but lacks further information regarding how a decision is made.

Similar to the previous phase, the current state-of-the-art already provides suitable
mechanisms to conduct the discovery phase [7, 10]. However, they are required to
be adapted according to the extensions being performed in phase 1.

3. Feature extraction to transform the screenshots into objective and actionable
knowledge, e.g., the presence of specific buttons or text. These features are
automatically included as attributes (i.e., columns) in the events of the UI log. For
this extraction, several proposals exist, such as screen scraping algorithms [16] or
Al techniques, e.g., Keras-OCR. Primarily, this proposal will focus on applying
neural networks following the approach of [17, 18]. We assume that this feature
extraction will greatly increase the horizontal size of the Ul log since a large number
of additional columns will be added. Therefore, it is expected that a noise reduction
technique will be necessary to discern relevant information on the screen from that
which is superficial. For example, analyzing the UI designs (i.e., how the UI is
constructed), the user attention (i.e., which parts of the UI are relevant for the
user), or the user behavior (i.e., how the user interacts and navigates through the
Uls).

4. Discovering decision models from the log enriched with the extracted features into
a machine-and-human-readable form. The discovering process is addressed for each
decision point of the process model. Herein, the extended Ul log is transformed
into a dataset, which is prepared to train an explainable classifier such as decision
trees. Motivated by the work of [19], what is applied to traditional logs, the UI log
will be converted to a dataset. To do this, each case in the Ul log will generate
a line in the dataset that will be labeled with the decision that is made at the
decision point.

5. Enhance discovered process by incorporating new information into the process
model. This requires the development of a new process modeling language for RPA,
or the extension of an existing one, with two main objectives: (1) to offer a better
understandability of the process model for the human, and (2) to use the formality
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of the language to add technical information to be able to automate or systematize
the RPA support tasks.

6. Provide RPA Support using the new modeling language. Similarly, as SmartRPA
[20] does, but covering those image-based contexts where SmartRPA does not offer
support. This support can be reflected in the following applications. First, in an
automatic development of robots, based on the extracted process model. Second,
generating predictions about the decisions that robots should make before they
are made, since richer information about the process is available. Third, offering
simulation scenarios extending the possibility of RPA testing automation outlined
n [21]. And lastly, offering graphical support to visually represent what are the
features on which the decisions of the process are based.

Although the proposed method and the application of the different techniques together
represent a novelty at the research level, there are existing works related to each specific
phase of this proposal. In the case of behavioral monitoring, there are several industrial
keylogger solutions to monitor human behavior [22, 23, 24, 25]. However, they only
store keystrokes and mouse clicks, in contrast to [14] keylogger that additionally extracts
screenshots. In the field of image feature extraction, some existing proposals allow to
identify and classify GUI (Graphical User Interface) components within a screenshot
[26, 17]. GUI components are atomic graphical elements with predefined functionality,
which are displayed within the GUI of a software application [17]. In this Ph.D. specific
knowledge of these areas is applied to obtain enriched logs from processes to be automated.

Focusing on process discovery proposals related to this work, Agostinelli et al. [20]
and Leno et al. [7] cover the complete RPA lifecycle from event capture to automatic
generation of scripts for process automation and monitoring. Their way to capture data
is based on an Action Logger, which captures only parts of the activity on the system
through plugins. Thus, although they are focused on keyboard and mouse events, they
also capture the DOM tree on events captured through the web browser. Unlike these
approaches, the present work focuses on virtualized environments, where screenshots
are the main source of information and there is no access to deeper elements such as
the DOM tree. Furthermore, it focuses on the early stages of the RPA lifecycle since
it is hypothesized that the more effort put into those stages, the better results will be
obtained in subsequent ones.

Considering decision model discovery proposals, Rozinat and van der Aalst [19] use
decision trees to analyze the choices made in terms of data dependencies affecting the
routing of a case. However, this approach does not offer the possibility to show graphically
to a non-expert user why a decision has been made. Moreover, this solution has not
been validated in RPA contexts. Furthermore, Leno et al. [27] present an algorithm
that generates ”association rules” between the events that occurred and the results
or decisions obtained. Nonetheless, the method of capturing information is based on
a plugin, similarly to the aforementioned Action Logger which does not capture the
information that the user generates outside the context of the plugin. In contrast, the
present work relies on capturing the complete activity in the user interface. Thus, all
interaction performed by the user is recorded to support the process discovery phase.
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4. Contributions to BPM Research

This research contributes to BPM research by providing an entirely image-based approach,
which provides a new source of information for the study of business processes. This
consists of a more effective and comprehensive discovery of human behavior based on the
extraction of features from the screenshots to enrich the Ul log to be analyzed. Previously,
there were decision points that were not discovered or whose reasons were wrong discovered,
resulting in erroneous implementations. The latter is mitigated by applying this approach,
which increases the capabilities of the analysis phase and, thus, the subsequent phases of
the RPA lifecycle. Besides that, it also contributes in areas such as process mining or
decision model discovery, where its application is immediate. Subsequently, this approach
increases the current degree of automation, so that automatable processes that were
previously not automatically discoverable, now they are.

In addition, some other areas benefit from this approach such as (1) testing of robots, (2)
checking conformance of the process models to be replicated, (3) tracking and monitoring
the execution of robots in production environments for the same purpose, or (4) ensuring
that service level agreements are met.

5. Project status and challenges

Existing results related to this approach acknowledge its suitability for supporting the
RPA lifecycle. Specifically, in [10] a method is proposed to support the analysis of human
behavior in scenarios that highly depends on screen captures. Herein, an algorithm is
proposed to (1) efficiently identify similar activities in a UI log based on the fingerprints
of the screen captures and, (2) discover the underlying process model based on process
mining and noise filtering techniques. Later on, [14] formalizes a cross-platform keylogger
with a distributed architecture that can be used to generate and manage the UI logs of
several workers working in the same processes. This logger addresses the needs of the
first phase of the suggested method (cf. Fig. 1) while the image analysis proposal covers
the second one. Different algorithms for image recognition are being evaluated in the
third phase (i.e., feature extraction). Although these algorithms belong to the Machine
Learning area, our initial results indicate that they are appropriate for carrying out this
task. However, their suitability depends on the information in the screen capture, e.g.,
the layout like single or double columns, the source like a web form or PDF document,
etc. In addition, we conduct the fourth phase based on previous results. More precisely,
we build upon previous work in the area of Configurable Business Process Models [28]
that generate decision trees for each decision point and, afterward, a questionnaire to
help to make the decision. Currently, our research is being based on a first version of the
framework that supports this method ® focused on feature extraction and decision model
discovery phases [29]. Promising results are being obtained there, and they seem to be
appropriate for RPA as well.

The next identified challenges are: (1) generate synthesized data respecting a given

3https://github.com/a8081/melrpa
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process model in order to validate the proposal, (2) study the user’s attention (e.g. gaze
analysis) for noise reduction in the UT log, to select the relevant information from all the
features extracted from screenshots, and (3) perform tests with explainable algorithms
other than trees to compare the results of decision models discovery.

Lastly, these challenges aim to fully automate the RPA lifecycle using new sources
of information like images [30]. This final goal is ambitious and will require a gradual
increase in the organization’s digital maturity, so until the point of total automation is
reached, it will be necessary to consider the paradigm of human-in-the-loop [31] so that
automatic techniques and human intervention coexist.
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