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Abstract  
Data minimisation and storage limitation are two principles incorporated in the GDPR aimed 

to increase personal data subjects' control over their own data and put restrictions on the amount 

of information that may be extracted from them in the data mining process. Implementation of 

those two principles has always been a challenging task, as their interpretation is discretional 

and current legislative measures may not necessarily protect data subjects adequately. In this 

paper, we introduce the concept of distributed learning as a viable tool for implementing data 

minimisation and storage limitation principles and argue that perhaps it could be appropriate 

to consider a branch of distributed learning, namely the concept of federated learning, as an 

analytical measure for guaranteeing data limitation and minimisation. To further support this 

thesis, we discuss how Federated Learning may be used in geospatial data analysis while the 

final outcomes of the experiments are yet to be published. 
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1. Introduction 

This article lays down a proposal for the extended study of Federated Learning as a viable tool for 

implementing the data minimisation and storage limitation principles incorporated in Article 5 of the 

General Data Protection Regulation of 2016. In this paper, we argue several theses: 

1. Data minimisation and storage limitation principles are two discretionary measures that rely 

heavily on the technological framework applied for data collection & data processing; 

2. Distributed learning in general, and Federated Learning especially, are viable tools for the 

implementation of the data minimisation & storage limitation principles, thus giving data subjects 

increased control over their personal data; 

3. Distributed Learning, especially federated learning (which we consider a subbranch of the 

former), should be further assessed in the context of minimisation-aware systems for digital services-

oriented datamining. 

4. It could be beneficial to the user awareness to implement architecture based on the idea of 

distributed learning and provide them with a backchannel about the training process and the use of 

their data. That way, we can not only raise awareness about the value of personal data but also 

possibly mitigate the adverse effects of using the users' devices to handle part of the model training. 

  

In connection to thesis no. 2, multiple authors have published on the topic of privacy-preserving 

federated learning systems [1-8]. We propose putting federated learning in the context of data 

minimisation and storage limitation principles of the General Data Protection Regulation and the 

upcoming legal framework for data protection and AI regulation. The data protection by design as 
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presented by S. Rosello et al. [9] in 2021 may be a viable solution to many complicated issues arising 

from the need to be compliant with an increasing amount of regulations, and the federated learning as 

a tool for that is gaining increased attention [10]. We want to contribute to the ongoing discussion by 

putting the distributed learning systems in the context of two specific principles, namely, the principle 

of data minimisation & storage limitation. In connection to thesis no. 3 and no. 4, we present here an 

outline of a possible experiment that may be carried out to assess the performance of the proposed 

measures. We also briefly argue why the low-user engagement methods such as federated learning may 

be the best choice for the latter. 

 

2. Data Minimisation and Storage Limitation Principles in the GDPR 

Data minimisation and data limitation are two terms that belong to the broader set of principles that 

refers to data quality. Together with the 1) lawfulness, fairness and transparency, 2) purpose limitation, 

3) accuracy, and 4) integrity and confidentiality, they are shaping the way personal data should be 

controlled, processed and discarded throughout the whole knowledge discovery cycle [11]. According 

to the Article 5 of the Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 

April 2016 on the protection of natural persons with regard to the processing of personal data and on 

the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) 

[12]: 

Article 5 

Principles relating to processing of personal data 

Personal data shall be: 

(c) adequate, relevant and limited to what is necessary in relation to the 

purposes for which they are processed ('data minimisation'); 

(e) kept in a form which permits identification of data subjects for no longer 

than is necessary for the purposes for which the personal data are processed; 

personal data may be stored for longer periods insofar as the personal data will 

be processed solely for archiving purposes in the public interest, scientific or 

historical research purposes or statistical purposes in accordance with Article 

89(1) subject to implementation of the appropriate technical and organisational 

measures required by this Regulation in order to safeguard the rights and 

freedoms of the data subject ('storage limitation'); 

2.   The controller shall be responsible for, and be able to demonstrate 

compliance with, paragraph 1 ('accountability').2 

 

The data minimisation principle is not a new measure, as it was already incorporated in the Article 

3(1)(c) of Regulation (Ec) No 45/2001 Of The European Parliament and of the Council of 18 December 

2000 on the protection of individuals with regard to the processing of personal data by the Community 

institutions and bodies and on the free movement of such data [13], and the wording of that principles 

was almost the same as the one incorporated in the GDPR. It primarily concerns which type (and what 

amount) of data is targeted for extraction, while the storage limitation generally specifies how long and 

under what condition the personal data may be stored.  

 

In line with the data minimisation and storage limitation is the principle of purpose limitation, 

according to which personal data shall be collected for specified, explicit and legitimate purposes and 

not further processed in a manner that is incompatible with those purposes [14]–[16]. Although essential 

 
2 The following principles are also elaborated on in recital no. 39 of the Regulation (EU) 2016/679. 



in its nature, it must be highlighted that it is generally described as different and independent from the 

data minimisation and storage limitation principles that are described in this article. 

 

According to the Information Commissioner's Office (ICO)3, the principle of data minimisation 

requires that the processed personal data should be sufficient to fulfil the stated purpose [adequate] 

properly, have a rational link to that purpose [relevant] and was not held in an amount that exceeds 

what is strictly necessary for that purpose [limitation to what is necessary] [17]. 

This matter could be analysed from a solely legal or technological side, depending on the chosen 

aspect. Providing an example, the adequateness and relevance could be seen as a primarily legal issue 

connected to the stated purpose of the personal data processing and establishing a rational link between 

processing and that purpose, while the aspect of data storage limitation is more technical measures, that 

relies heavily on how we store, preprocess and analyse the collected data. It can be argued that it is 

almost impossible to implement regulatory measures that could possibly guarantee that the amount of 

collected data is adequate, as the data subjects have minimal insight into how much of their data is 

collected and what types of data are extracted. Once the raw data is transferred beyond the users' device 

into the Date Warehouses and Analytical Databases [18], it is almost impossible to guarantee any level 

of data storage limitation principle, as the users themselves would have to control and oversee the whole 

data lifecycle, with multiple inquires and requests issued towards the data controller and data processor 

– to ensure, that they do comply with the biding regulations. 

 

The necessity to enforce better privacy standards while seeking beyond purely legal remedies has 

inspired some researchers to reconsider their approach to data protection compliance. In 2019 the 

European Union Agency for Cybersecurity (ENISA) had published Recommendations on shaping 

technology according to GDPR provisions - Exploring the notion of data protection by default [19], 

while in the upcoming years, the concept of Data protection by design has caught the attention of some 

authors [9]. It is worth noting that federated learning was one of those technologies that were 

distinguished most commonly in the context of GDPR-compliant technology [10], [20], while some of 

the publications pointed out also the risk associated with that method of distributed learning [21]4. 

 

One more thing must be highlighted in the context of the data minimisation and storage limitation 

principles. While we assume that protecting their personal data is in the best interest of the data subjects, 

it is the sole responsibility of the data processors and controllers to comply with any possible obligations 

arising from those principles. At this point, we would also like to briefly elaborate on the choice of 

relevant technology, as this stays in particular connection with the mentioned above. Over the recent 

years, many proposals regarding decentralised learning and analytics have been raised, and some of 

them, such as Personal Data Stores, attracted widespread attention [22], [23]. In our opinion, in the 

current data economy paradigm, the architecture for decentralised learning should be unintrusive, 

secure, and effortless from the user's point of view. It is an essential notion that forcing users to opt-out 

for more time and knowledge consuming solutions could be shifting the burden of data minimisation 

and storage limitation principles towards the data subject – which would be unacceptable from the 

axiological point of view. While the shift towards a more decentralised ecosystem may result in the 

adoption of more user-centric methods (such as PDS/PBS), we present here a "one-step-approach" 

where the data subjects gain more control over their data without directly shifting the paradigm of 

current data processing right and obligations under the European legislation. In the context of the 

unintrusive-secure-effortless paradigm, we firmly believe that distributed learning is a viable choice. 

 
3  In this article we are referring to both, guidelines and explanations of the European Data Protection Supervisor (EDPS) as well as 

those provided by the Information Commissioner’s Office (ICO). If they are any discrepancies between GDPR and UK GDPR we are raising 

and explaining them in advance. We also use those references to put the overviewed principles in a slightly broadly concept.  
4  Due to the conceptual nature of this article, we will not go into much detail regarding the privacy issues that may be found in FL. 

However, it is worth highlighting, that FL-based systems may be more prone to some types of attacks that can infringe the participant’s 

privacy. For a short synapsis on that issues see: Inpher: The Privacy Risk Right Under Our Nose in Federated Learning (Part 1), 23 February 
2021; and for more detailed analysis see especially: Nguyen Truong et al.: Privacy Preservation in Federated Learning: An insightful survey 

from the GDPR Perspective, 18 March 2021; or L. Melis et al.: Exploiting Unintended Feature Leakage in Collaborative Learning, 1 

November 2018. 



3. Distributed Learning and Federated Learning 

Federated learning originated from the idea of training the model on the dataset distributed over a 

wide area. Generally, the federated optimisation was proposed to handle the data that is: 

• Massively Distributed (data points are stored across a vast number of nodes); 

• Not Independent and Identically Distributed (data on each node may be drawn from different 

distributions); 

• Unbalanced (Different nodes may vary by many orders of magnitude in the number of training 

examples they hold) [24]. 

 

The experiment performed by J. Konecny et al. in 2015 was conducted under the following 

assumptions: 

• The data stored on multiple nodes may be privacy-sensitive, so the key objective should be to 

train the model on local nodes but not to transfer the data to one central node; 

• Some of the nodes connected to the network (or all of them) may not necessarily have stable 

access to the network, so in real-life circumstances, it will be crucial to minimise the round of 

communications; 

• The data is not independent and identically distributed [24] 

 

A few years later, after the proposed experiment, Federated Learning has gained popularity amongst 

the Data Science community, with much work centered on privacy-related issues. According to the 

current state-of-the-art, Federated Learning could be defined as a machine learning setting where many 

clients (e.g. mobile devices or whole organisations) collaboratively train a model under the 

orchestration of a central server (e.g. service provider) while keeping the training data decentralised. 

 

Formally, the problem was defined as a minimalisation of the objective function: 

F(x) = Ei~P[Fi(x)], where Fi(x) = Eε~Di
[fi(x, ε)] where: 

• 𝑥 ∈  ℝ𝑑 represents the parameters for the global model; 

• 𝐹𝑖: ℝ𝑑 → ℝ denotes the local objective function at client i; 

• P denotes the distribution of the population of clients [25].5 

4. Distributed Learning and Federated Learning 

In the previous sections, we have placed federated learning in the context of data minimisation and 

storage limitation principles of GDPR. In this chapter, we want to propose a specific application 

scenario that could be carried out regarding the assessed framework. Before overviewing the 

proposition of the experiment, we would like to formulate a few key marks on the characteristics of the 

system that should be favorable to the implementation of the data minimisation & storage limitation 

principles. Namely: 

• The system should minimise the amount of raw data transferred beyond users' devices (beyond 

the realm of the clients). The system should also explicitly allow users to choose whether they want 

to participate in the training loop while clearly indicating that it may be beneficial but not necessary 

to participate in the model's training. 

• If the users consent to participation in the training, the system should explicitly declare that 

they can withdraw from it at any time they deem appropriate. 

• Users should have a range of information on how the system is trained, what type of data is 

processed on their local devices, and the hyperparameters of the general model that are being 

updated in the current (or upcoming) training iterations. 

 

 
5 This definition presented in Jianyu Wang et al. - A Field Guide to Federated Optimization is based on the overview of the existing work on 

the problem – it may be worthwhile noting, that different authors approach the same problem quite differently when putting it in the formal 

manner. 



In accordance with that, we want to realise an analytical framework where collaborative data 

computation is possible on spatio-temporal data. In particular, we focus on the analysis of individual-

based contributed GPS data collected during the movement of personal vehicles. 

The analytical framework will have several capabilities: computation of aggregation-based 

indicators (i.e. the radius of gyration, CO2 emission estimation); collective patterns (i.e. aggregated 

traffic flows and models for description and prediction; profiling of user behaviour; sustainability 

compatible behaviour estimation); global models (i.e. temporal footprint of traffic evolution, learning 

of predictive models for traffic forecasting, etc.). These three dimensions need to be instantiated into a 

distributed/federated setting, where several computational challenges need to be addressed: 

• the individual-based choice for participation, managing a range of levels for the collaboration, 

ranging from full data disclosure to avoid any type of participation, passing through different levels 

of data perturbation and obfuscation; 

• implementing a one-against-all framework, where the client may share only a local learned 

model that can be compared with the global one, to give the user feedback and raise self-awareness; 

• designing mechanisms for allowing opt-out of a client, eventually refreshing the existing 

models already learned. 

 

Apart from performing the experiment, many mixed technological and legal issues arise in 

connection with the distributed learning environment (and federated learning especially). Those 

problems were not yet thoroughly researched, and they may possess a tremendous challenge when 

discussing the distributed data processing environment. A few exemplary questions in that regard: 

• What are the legal consequences of opting out by a user who participated in the original training 

of the model? 

• If the user has opted out of the model – what are the measures that can be taken to rectify the 

model and possibly delete any traces of personal data from that model? 

• How can we communicate and explain the training process to the users of edge devices? How 

can we avoid disconnecting them from the network or opting out of the training? 

 

The successful implementation of the said experiment will allow us to contribute to the discussion 

on federated learning as well as further explore the concept of using distributed learning as a tool for 

the implementation of the data minimisation and storage limitation principles. 

Thus far, many experiments have been conducted, and the federated learning was tested in different 

settings and circumstances. The federated learning was used to deliver experiments on, among other 

things: recommendation systems [1], [2], [26], meta-learning systems for fraudulent credit card 

detection [27] or learning systems for mobile keyboard prediction [28]. 

One advantage of working on that particular technology is the wide range of tools that may be used 

to perform simulation of a decentralised environment – allowing researchers to focus on a particular 

problem rather than on implementing the technological framework from scratch – Tensor Flow 

Federated (TFF) [29], FedML [30], PySyft [31], PyVertical [32], Leaf [33] are just a few examples of 

tools that can be used to work with the concept of distributed learning while conducting experiments. 

5. Closing Remarks 

Unquestionably, the decentralisation of data collection and processing is a promising concept that 

possibly can shift the paradigm toward a more equitable and engaging future of collaborative data 

science. The idea of distributed learning was born from a strict necessity – with the growing amount of 

data that must be processed, it is even harder to rely on centralised methods that would require constant 

expansion of the storage (and computational) resources. However, the major challenge may not 

necessarily arise from the optimisation problems but from reaching a specific level of compliance with 

the current legislation and sustaining a high level of collaboration with the users of edge devices. 

 

We presented our view on the development of that technology, where the strong emphasis is placed 

on the principle of data minimisation and storage limitations. It is crucial to present users with a clear 

and well-defined trade-off – without that, the cost of sacrificing (some of them) their devices' 



computational power may deter them from such decentralised frameworks. It must be stated that here 

we have taken into account primarily only one approach to distributed learning, namely, federated 

learning. In our opinion, it could suffice the unintrusive-secure-effortless paradigm that we shared 

earlier. Notwithstanding any other benefits coming from such an approach, much research may be 

conducted to shape that technology fully compliant and user-friendly. 
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