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Abstract  
The AI Act regulation proposal adopts a risk-based approach to the regulation of artificial 

intelligence systems. As a matter of fact, the risk-based approach has become more typical of 

Union strategies with respect to digital policies. However, the way such an approach has been 

declined varies greatly: most notably, whereas the GDPR and, to a limited extent, the DSA 

regulation proposal adopt a bottom-up perspective, the AI Act rather reflects a top-down 

scheme, where the task of risk assessment is kept within the hands of the legislator. This 

position paper aims at highlighting the common features, as well as the differences, between 

the various legal acts discussed: in particular, by considering (optimal) proportionality and due 

diligence as a characterizing features of the risk-based approach, the goal is to understand 

whether the AI Act does indeed reflect the typical principles of this developing legal model. 

Although noting that the role of due diligence is feebler within the regulation proposal, we 

argue that the central common point is represented by the (constitutionally relevant) goal of 

proportionality. 
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1. Introduction 

The advancement of progress and technology always represents a challenge for regulators, who are 

called upon to strike a fair balance between the need to foster innovation and the often conflicting need 

to reduce the risk for collateral effects on individuals’ lives and fundamental rights and freedoms. Such 

a tension between progress and risk is also typical of digital technologies [1]: indeed, in the last few 

years, the Union has had to face the complex task of designing the appropriate regulatory strategy for 

the development of a digital single market competitive in the international landscape but respectful, at 

the same time, of human rights and democratic principles.1 This task has become increasingly important 

vis-à-vis the rise of artificial intelligence and of the algorithmic society [2]. 

In its 2021 Communication on fostering a European approach to artificial intelligence,2 

accompanying the presentation of its proposal for an Artificial Intelligence Act (AI Act),3 the 

Commission underscored the manifold potential benefits of AI: throughout the COVID-19 pandemic, 

for instance, AI was used to predict the geographical spread of the virus, as well as for diagnostic 

purposes and for developing new vaccines and drugs against it. However, algorithms and AI can also 

carry risks. A flaw in the design or in the training of AI, in some instances, could lead for example to 

personal injuries or physical damages when those systems are used as safety components of a product. 
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Moreover, when used for automated decision-making, algorithms can influence and sometimes affect 

individuals’ exercise of fundamental rights [3]. AI systems are particularly problematic since, in most 

cases, they lack transparency [4]: this is worrying, for instance, vis-à-vis the risk of incorrect, biased 

and discriminatory results [5–8]. 

To face the challenges raised by technological progress, Western countries have resorted more and 

more to regulatory models based on the concept of risk [9], to be intended, technically, as a combination 

between the probability of a defined hazard occurring and the magnitude of the consequences that 

hazard may entail [10]. Risk is thus used as a proxy for decision-making. Through the practices of risk 

analysis [11, 12], it is indeed possible to forecast, on a probabilistic logic, the future developments of a 

specific conduct or activity: based on this, the necessary mitigation strategies and tools may be 

identified. 

All in all, risk-based regulation represents an attempt to face the new challenges of innovation 

through a rational and technocratic approach that fosters more efficient, objective, and fair governance, 

whilst fighting against “over-regulation, legalistic and prescriptive rules, and the high costs of 

regulation” [13]. In particular, it uses risk as a tool to prioritize and target enforcement action in a 

manner that is proportionate to an actual hazard: regulation is thus calibrated to the actual needs of 

society vis-à-vis the risks connected to a product, service or activity [14]. 

The resort to risk-based regulation to face the new digital age is particularly evident when 

considering at least three fields: that of private and data protection; that of content moderation; and, 

finally, that of AI. As described elsewhere, indeed, the General Data Protection Regulation (GDPR)4, 

as well as the proposal for a Digital Services Act (DSA)5 and the AI Act all adopt forms of risk-based 

approaches, although the perspective they take seems to shift progressively from a bottom-up to a top-

down model. Because of such a different approach, doubts may arise with respect to the consistency of 

the legal framework about digital technologies. In particular, as has been already done by some 

researchers [15], the question which may be posed is whether the AI Act actually entails a risk-based 

approach. The argument of the present position paper is that the link between the AI Act and previous 

legislative measure is based on the principle of (optimal) proportionality among conflicting 

constitutional interests: in this sense, risk-based regulation represents a declination of the developing 

digital constitutionalism in Europe [16].  

Section 2 analyses the relationship of the risk-based regulatory model with the principles of 

proportionality and due diligence. Section 3 compares the GDPR, the DSA, and the AI Act to outline 

the progressive shift from a bottom-up to a top-down perspective. Section 4 draws highlights what the 

roles of proportionality and due diligence are in the AI Act. Finally, Section 6 draws some conclusions. 

2. Risk, “optimal” proportionality, and due diligence 

Risk-based regulation is characterized by some typical features differentiating it from more 

traditional models of law. The present subsection focuses on two aspects which appear to be 

fundamental in the context of contemporary Union risk-based policies: the pursuit of an “optimal” 

balance of interests and the reliance on due diligence. 

First of all, as mentioned above, the characteristic goal of the risk-based approach is that of creating 

a framework where legal obligations are tailored to the specific risks entailed by a particular activity or 

service, with a view to avoiding the overburdening of the regulated actors. The scheme of the risk-based 

approach differs from that of traditional “command-and-control” mechanisms, where the state, as the 

entity endowed with legal authority, sets the rules on a top-down basis to impose certain duties and 

obligations applicable indiscriminately to all natural and legal persons subject to its jurisdiction [11]. 

In fact, risk-based regulation inherently seeks to operate a “discrimination” between the subjects of law, 

thus differentiating the legal regime governing them based, precisely, on the proxy of risk. 

 
4 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard 

to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection 
Regulation), O.J. 2016, L 119/1. 
5 COM(2020)825 final, “Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital Services 

(Digital Services Act) and amending Directive 2000/31/EC”. 



3 

 

In this sense, risk-based regulation aims at pursuing goals similar to what Adrian Vermeule has 

defined as “optimizing constitutionalism”, or the “mature position” to (constitutional) risk regulation 

[17]. Vermeule, in fact, operates a distinction between “precautionary constitutionalism” and 

“optimizing constitutionalism”:6 whereas the former, in synthesis, implies that “new instruments, 

technologies, and policies should be rejected unless and until they can be shown to be safe”, the latter, 

instead of seeking “maximal” precautions”, aims to introduce “optimal precautions” in terms of costs 

and benefits. In other words, whereas the concern of precautionary constitutionalism is to prevent in 

toto the potential consequences of a risk, optimizing constitutionalism takes a more consequentialist 

view on the regulation of risk, and, taking into account the potential downsides and collateral effects of 

a “no-risk” policy, seeks to balance the need to contain risk and the need to avoid over-regulation. In 

this sense, the EU risk-based approach to digital technologies is somehow consistent with the notion of 

“optimizing constitutionalism”, since its aim is to reduce the potential harms such technologies may 

entail for individuals and society, while at the same time ensuring the development of industry and the 

market. 

Besides, within risk-based regulation, such a balancing operation is to some extent left directly to 

the discretion of the “regulatee”, who retains some leeway as to the identification of the measures to be 

implemented to reduce and mitigate the risk of harms. As will be underscored below, this is especially 

true for the GDPR and, in part, for the DSA, whereas such a margin of discretion is much more limited 

within the AI Act. 

Be it as it may, the reliance on the targets of regulation for the purpose of identifying the exact 

content of the measures to be put into place inherently implies the need for such actors to operate with 

due diligence. This should not come as a surprise: indeed, in the field of international law, the notion 

of “due diligence” has come to play an increasingly central role with respect to the duty of states to 

manage risks (for the environment, for economy, for human rights, etc.) within their jurisdictions. As 

highlighted by Peters, Krieger, and Kreuzer, “due diligence is needed when a risk has to be controlled 

or contained, in order to prevent harm and damage done to another actor or to a public interest”; indeed, 

“the rise of the concept [of due diligence] is […] tied to the rise of the ‘risk society’ and the idea of risk 

management” [18]. Risk-based regulation thus transposes the principle of due diligence from the 

framework of international law, and thus from the relations between states, to the framework of national 

law, translating it into a fundamental rule governing the behaviour of natural or legal persons acting 

within the state. 

3. The spectrum of the risk-based approach in EU digital policies 

 The risk-based approach towards digital policies has been developed through the last decade by EU 

law [19]. Since the launch of the Digital Single Market Strategy, the Union has increasingly relied on a 

risk-based approach. Rather than just setting new rights and safeguards, the Union has tried to regulate 

risks by increasing the accountability of both public and private actors with respect to the risks and 

potential collateral effects resulting from their activities. The emergence of the risk-based approach 

within European digital policies is particularly evident when considering the recent legislative 

developments concerning the fields of data, online content, and artificial intelligence. Nonetheless, the 

way such an approach has been declined varies significantly. 

The General Data Protection Regulation (GDPR) follows a bottom-up perspective, in the sense that 

the evaluation of risk and the choice of mitigating measures are not defined by the law but are primarily 

left to the discretion of the targets of regulation themselves, i.e., to data controllers and processors: in 

this sense, the principle of accountability is the result of a legislative strategy aiming to greatly reduce 

the imposition of duties coming from “above”. Quite to the opposite, the proposed Artificial Intelligence 

Act (AI Act) takes a very different point of view, in that, although it provides for very different degrees 

of responsibility and imposes differentiated duties depending on the risk scores of regulated AI systems, 

it does not leave the task of evaluating such risk scores to the targets of regulation: in fact, it is the AI 

Act itself that, on a top-down basis, identifies directly the various categories of risk. Finally, in the field 

of online content, the Digital Services Act (DSA) aims at creating a hybrid system, which mixes the 

 
6 In its analysis, Vermeule focuses on “political risks”. Nonetheless, such a distinction may ultimately applied to all types of risk. 
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two opposite perspectives of the GDPR and the AI Act by identifying on a top-down basis four risk 

categories for providers of intermediary services while leaving them ample leeway to choose which 

measures to employ to reduce the negative externalities their activities entail 

The present section thus briefly describes the shift from a bottom-up perspective, characteristic of 

the GDPR, to the top-down one, typical of the AI Act. 

3.1. The risk-based approach in the GDPR and DSA 

The bottom-up perspective of the GDPR emerges from the fact that data controllers are entrusted 

themselves with the duty to ensure that the processing of personal data is aligned with the general 

principles of the Regulation. In fact, data controllers must operate a risk assessment with respect to the 

activities they conduct and develop the appropriate response to reduce any collateral effects affecting 

individuals’ rights to privacy and data protection. It is from these duties that the concept of 

accountability arises, meaning that data controllers are held responsible for the decisions they make to 

minimize and mitigate damages: “the data holder […] is accountable for ensuring compliance with the 

principles (and rights of the data subject)” [20]. 

Accountability thus takes a dynamic form, since it varies depending on the nature, scope, context 

and purposes of processing as well as on the risks of varying likelihood and/or severity for the rights 

and freedoms of natural persons. In other words, the risk-based approach of the GDPR is inherently 

grounded upon a form of “responsibilisation of the regulatee” [10] which translates, in turn, into the 

notion of accountability. It also translates into a model of “compliance 2.0”, where the regulatee is not 

required to simply engage in a form of compliance consisting of “ticking boxes” but has to tailor the 

measures adopted to the situation at hand, with a view to respecting the rights and freedoms of data 

subjects [14]. In other words, the binary logic of compliance/non-compliance, typical of the traditional 

rights-based approach of the European Union [10, 21], is overcome by the scalable logic of risk analysis. 

As a result, obligations may be “uneven” depending on the actors who are called to comply with the 

GDPR, but this different outcome is justified by the existence of a preliminary balancing test operated 

directly by data controllers. 

This last aspect, which is precisely what characterizes the GDPR as a bottom-up risk-based 

regulation, emerges from a range of different provisions. For instance, apart from the provisions 

regulating in general the responsibility of data controllers7 and introducing the principle of data 

protection by design and by the default8 [10, 13], the Regulation foresees a mandatory requirement that 

controllers carry out a data protection impact assessment (DPIA) whenever a specific type of processing 

is likely to result in a “high” risk to the rights and freedoms of natural persons.9 

Whereas the GDPR adopted a risk-based approach for the regulation of personal data in the EU, the 

DSA proposal features, with specific respect to content moderation practices, a “supervised risk 

management approach”.10 Indeed, presented together with the Digital Markets Act (DMA) in December 

2020, the DSA aims inter alia at updating the intermediary liability regime established in 2000 by the 

e-Commerce Directive (ECD).11 Though maintaining substantially unaltered the “safe harbor” approach 

developed by the ECD and inherited from the US [22–24], the Regulation proposal envisages a broad 

array of new duties and obligations for providers of intermediary services, with a view to guaranteeing 

a transparent and safe online environment [25]. These duties and obligations, moreover, reveal the 

peculiar traits of the DSA’s risk-based approach. In fact, said obligations are not applicable to all 

providers of intermediary services indiscriminately, but follow a pyramidal structure, based on which 

they are divided into four tiers. Indeeed, on the basis of specific criteria concerning their dimension and 

the services they provide, providers are assigned to risk categories variously disciplined.12 

 
7 Art. 24 GDPR. 
8 Art. 25 GDPR. 
9 Art. 35 GDPR. 
10 Explanatory memorandum to the DSA proposal, p. 1. 
11 Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of information society services, 

in particular electronic commerce, in the Internal Market (‘Directive on electronic commerce’), O.J. 2020 L 178/1. 
12 A small group of provisions thus applies to all providers of intermediary services, whereas the subsequent Articles have an increasingly 
narrow scope of application: hosting providers; online platforms; and “very large online platforms” (VLOPs). The obligations set by the DSA 

mainly move in two directions: first, that of fostering transparency concerning content moderation practices; second, that of making 

intermediaries, notably hosting providers and online platforms, more responsible for the content they host and contribute to disseminating. In 
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Therefore, as in the GDPR, the measures to be adopted by providers to face the risks arising from 

the services they offer are not horizontally equal but are directly calibrated based on varying risk 

assessment strategies. However, the DSA moves away from the pure bottom-up structure adopted by 

the GDPR, since decisions concerning the measures to adopt are not left entirely to the discretion of the 

targets of regulation. Indeed, the four categories for online intermediaries are established directly by 

the Regulation proposal and are disciplined in a progressively more severe manner depending on a 

preliminary top-down risk assessment [26]. The “responsibilisation of the regulatee” is thus more feeble 

in the DSA if compared to the GDPR. 

Besides, a certain margin of discretion is still left to the appreciation of the targets of regulation. In 

particular, in the case of very large online platforms (VLOPs), a significantly important duty is 

represented by the need to assess any significant risks entailed by their activities (including those 

concerning the dissemination of unlawful or harmful content and those potentially affecting the 

fundamental rights and freedoms of individuals) and to put in place the appropriate mitigation 

measures.13  Such a provision shows how the gap between the DSA and the GDPR is only partial. Also, 

the establishment of an internal complaint-handling mechanism,14 applicable to all online platforms, is 

another key example showing that these actors still retain a central role in defining which content items 

may or may not represent an unlawful or harmful content. All in all, the approach followed by the DSA, 

rather than being strictly top-down, seems to be hybrid. As such, both the GDPR and the DSA must 

necessarily rely, to a certain degree, on the due diligence of the targets of regulation: failure to develop 

mitigation strategies in a diligent manner will, inevitably, entail liability.  

Moreover, both the GDPR and the DSA ultimately aim to establish an optimal balance between the 

goal of preventing harms deriving from digital technologies and the goal of guaranteeing an 

environment where the digital single market can fully flourish. Indeed, both acts incentivise the 

imposition of duties and obligations that are as much tailored as possible to the single specific cases. 

The GDPR’s choice of delegating to data controllers and processors the decisions concerning the 

measures to be implemented, as well as the DSA’s choice of creating an asymmetric legal regime for 

providers of intermediary services, are ultimately aimed at fostering a proportionate and optimal 

framework for actors in the digital market [17, 19] 

3.2. The risk-based approach in the Artificial Intelligence Act 

Within the AI Act, the trajectory from a bottom-up to a top-down perspective is seemingly complete. 

In fact, notwithstanding the explicit statement of the Commission, according to which the AI Act is 

fundamentally based upon a risk-based approach, some commentators have raised serious doubts 

concerning the possibility of actually recognising it as such [15]. 

The Commission’s intentions to adopt a balanced risk-based approach to the regulation of artificial 

intelligence already emerged within the 2020 White Paper on Artificial Intelligence.15 The document 

highlighted the role that AI should play in the improvement of many aspects of our society, including 

healthcare, the mitigation of climate change, and efficiency in production. At the same time, it stressed 

the potential collateral impact of artificial intelligence systems on people’s physical integrity as well as 

on their individual rights and liberties. According to the Union’s strategy towards AI, the ultimate goal 

must be that of building an ecosystem of trust [27] and excellence as a means to strike the correct 

balance between risk and innovation.16 

The AI Act proposal aims to build precisely that ecosystem of trust and excellence, thus representing 

a new critical step in the developing digital strategy of the Union. As is well known, the text of the 

proposal is structured upon four levels of risk, associated with certain AI systems and their use [28]. 

This structure recalls, to a certain extent, that of the DSA: however, the AI Act leaves very little, if any, 

discretion to users and providers of AI. Rather than entrusting them with the task of assessing risks and 

 
particular, all providers of hosting services will need to put in place a “notice and action” procedure: individuals or entities shall thus have the 
opportunity of flagging the presence of unlawful content, following which intermediaries will have to act expeditiously in order to avoid 

subsidiary liability for third-party content (Art. 14 DSA). 
13 Artt. 26-27 DSA. 
14 Art. 17 DSA. 
15 COM/2020/65 final, “White Paper on Artificial Intelligence – A European approach to excellence and trust”. 
16 ibid., at 3. 
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developing the appropriate risk mitigation strategies, the choice of the AI Act is to set from above the 

rules of the game which must be complied with.  

What truly changes with the AI Act is how the assessment of risk is carried out and by whom: in the 

GDPR, such a task is in the hands of data controllers; in the DSA, the Union legislator sets a top-down 

framework applicable to all providers of intermediary services, while still leaving space for a certain 

margin of discretion as far as enforcement of the law is concerned (especially in the case of VLOPs). 

Within the AI Act, conversely, it is the legislator (together with the Commission) that is vested with the 

task of assessing risk: the leeway granted to providers and users is, in fact, minimal. 

First, the AI Act proposal prohibits some practices involving systems which are deemed to be 

“unacceptable” and thus prohibited because considered a priori too dangerous17 (these include 

applications that manipulate human behaviour to circumvent the free will of users; personal credit-

based rating systems managed by governments; real-time biometric recognition systems in publicly 

accessible spaces for the purposes of law enforcement). 

Second, the Commission identifies a “high-risk” threshold for AI systems,18 most of which are 

identified by the list which is contained within Annex III and can be amended by the Commission based 

on a range of set criteria.19 High-risk AI systems shall have to comply with a long and extensive series 

of requirements. Most interestingly, they seem to represent the only class where the legislator gives 

some leeway to the targets of regulation. Indeed, providers and users of those systems will have to 

establish, implement, document and maintain a risk management system, with a view to adopting 

suitable measures to face any known or foreseeable hazard.20 Additionally, providers of high-risk AI 

systems are required to put in place a quality management system to ensure compliance with the entire 

Regulation.21 Nonetheless, it must be stressed that the actual margin of discretion for providers and 

users of high risk systems is still very residual. 

Third, some AI applications are included in a category characterized by “limited risks” (systems 

intended to interact with natural persons; emotion recognition or biometric categorization systems; 

systems capable of generating “deep fake” contents). 22 Providers and users of such tools shall comply 

with specific transparency requirements. Finally, a residual category of “minimal risk” is associated 

with AI applications that do not have the same invasiveness as those described above: since it is 

constructed as a residual category, it embraces an ample set of AI applications and systems. Minimal 

risk AI applications are not subject to any specific duty or obligation, although the Commission and 

Member States should encourage and facilitate the drawing up of codes of conduct intended to foster 

on their part the voluntary application of the requirements set for high-risk systems.23 

 In this case, the shift from a bottom-up to a top-down interpretation of risk-based regulation, already 

partially emerging from the DSA, reached its apex. The categories of risk are defined directly by the 

EU Commission and set in stone within the law. The list of “unacceptable”, and therefore prohibited, 

AI systems is directly set by the law and is independent of any a posteriori risk assessment by providers 

or users of those systems. The definition of high-risk technologies is also already defined by the law: 

in this case, the category is seemingly less stiff and more open to ex post change, since a procedure to 

amend the Annex III is possible. However, it is once again up to the EU Commission to make the 

necessary adjustments. The AI Act sets a range of risk criteria: however, in this case, they are meant as 

a guide for the Commission itself, and not for the targets of regulation. Moreover, although it is true 

that a risk management system for high-risk AI systems is introduced, extensive top-down rules specify 

how to implement it, thus leaving a relatively limited margin of discretion to providers and users. 

Additionally, high-risk systems have to comply with a far-reaching set of duties and obligations which 

follow a binary compliance/non-compliance logic. 

 

 
17 Art. 5 AI Act. 
18 ibid., Art. 6. 
19 ibid., Art. 7. 
20 ibid., Art. 9. 
21 ibid., Art. 17. 
22 ibid., Art. 52. 
23 ibid., Art. 69. 
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4. (Optimal) proportionality and due diligence in the AI Act 

Having outlined the peculiar perspective adopted by the AI Act with respect to the regulation of the 

risks posed by AI systems, it is important to focus on the role played by the features of proportionality 

and due diligence within the system created by the Regulation proposal, so as to understand what the 

link is between the AI Act and previous risk-based regulatory models devised by the Union with respect 

to matters concerning the digital field. 

The goal of (optimal) proportionality within the AI Act emerges explicitly from the Explanatory 

Memorandum, where the European Commission stated that the proposal “puts in place a proportionate 

regulatory system centred on a well-defined risk-based regulatory approach that does not create 

unnecessary restrictions to trade”, also adding that “legal intervention is tailored to those concrete 

situations where there is a justified cause for concern or where such concern can reasonably be 

anticipated in the near future”.24 

These statements, focusing especially on the centrality of proportionality between regulation and 

risk, seem to resonate with the GDPR and the DSA. It is true, as a matter of fact, that the choice of 

resorting to a top-down structure makes the law much more rigid: if compared with the GDPR, the AI 

Act does not allow much space to tailor the measures to the specific risks. Nevertheless, the spirit of 

the law, as confirmed by the words of the Commission, is still that of implementing a legal framework 

where proportionality is the ultimate goal to be attained. Although the system is more rigid, nonetheless 

the envisioning of a differentiated regulatory regime based on risk represents the core essence of the 

principle of proportionality characterizing the digital policies of the European Union. 

Of course, the adoption of a more rigid scheme directly affects the principle of accountability which, 

within the system developed by the GDPR, is directly related to the freedom given to data controllers 

and processors with respect to the measures to adopt to protect data subjects’ rights to privacy and data 

protection. Accountability is a direct corollary of a regulatory system which, to a certain extent, 

delegates to its targets the power to decide how to balance their own interests with the need to protect, 

guarantee and foster the rights and liberties of individuals [10, 19]. In the AI Act, what changes, at a 

deeper level, is thus the relationship between regulator and regulatee: whereas in the GDPR, the latter 

was delegated with the duty of assessing risk by the former, and was thus responsible for such a duty, 

this delegation is almost absent within the AI Act. 

As a result, also the principle of due diligence is much less present within the AI Act than within the 

GDPR and the DSA. Because they are given less choice as to the means adopted to comply with the 

law, the principle of due diligence mainly applies at the level of the implementation of the necessary 

measures, and not so much at the level of their designation. A few provisions, as mentioned above, give 

leeway for a minor customization in the choice of the mitigation system to adopt: however, such a 

liberty is quite reduced. 

 

Table 1 
The bottom-up, hybrid, and top-down approaches to risk-based regulation 

Bottom-up (GDPR) Hybrid (DSA) Top-down (AI Act) 

Risk assessment made by the 
targets of regulation 

Risk assessment shared 
between the law maker and 
the targets of regulation 

Risk assessment made by the 
law maker 

Wide margin of discretion Moderate margin of discretion Limited margin of discretion 

Goal: optimal balancing 
(proportionality) 

Goal: optimal balancing 
(proportionality) 

Goal: optimal balancing 
(proportionality) 

 

 

 

 
24 Explanatory memorandum to the AI Act proposal, at 3. 
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5. Conclusions 

Risk regulation has gathered increasing momentum across Western democracies and has become 

increasingly popular as a regulatory tool to foster Union policies in a range of operative fields, 

including, lately, the governance of the Digital Single Market in the context of the algorithmic society.  

Ultimately, the fil rouge connecting the AI Act with the GDPR and the DSA, and with the risk-based 

approach in general, is the goal of developing a legal framework for digital technologies that promotes 

an “optimal” balancing between the interests involved. If the European constitutional experience, is 

characterized by the strive to strike an equal, and proportionate, balance between the various interests 

of social parties, the common feature at the heart of the GDPR, DSA, and AI Act is precisely their 

aspiration to create a digital environment which embraces European constitutional values and 

principles. 

Although due diligence still represents an important aspect of the AI Act, it appears that 

proportionality is, ultimately, the common and central aspect unifying the strategies of the EU in such 

a field. To this extent, the risk-based approach ultimately represents an instrument to develop a 

constitutionally sound environment. It is one of the expression of European digital constitutionalism 

[29], where the interests of the market and the protection of societal, democratic, and fundamental rights 

interests, must be equally protected. 
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