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Abstract
The ABC system supports analogical abduction algorithms for knowledge transfer, e.g., existing logical
rules are adapted, by reformation, into new rules by substituting symbols for similar ones. Although
such knowledge transfer method can easily expand knowledge sets, it is likely to produce inconsistent
knowledge, e.g., equations that do not fit target data in the real world. To solve this problem, we
extend the classic reformation algorithm to repair numerical equations that violate target data. Equation
reformation is achieved by weakening equation parameters when unblocking failed SLD-resolution
proofs. The feasibility of numerical equation reformation is demonstrated by the automated repair of a
faulty electrostatic force equation that is analogically transferred from the gravity equation.
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1. Introduction

Analogical reasoning is common in human thinking, ranging from knowledge acquisition and
language learning, to scientific problem solving and program design. For instance, the analogy
between natural and computational systems has led to various natural computing algorithms,
e.g., genetic algorithms [1], ant colony optimisation [2] and particle swarm optimisation [3].
Existing studies [4, 5] have found that analogical reasoning can facilitate problem solving in both
human mind and expert systems. The merger of analogical reasoning and formal methods has
led to various approaches of human-like computing, e.g., conceptual blending [6], cased-based
learning [7] and structure transfer learning [8]. These approaches can facilitate knowledge
discovery and problem solving by introducing models from analogous domains. However,
analogies may be faulty due to inevitable differences between two analogous domains. For
instance, even though the movements of stars ruled by gravity are similar to the movements of
charges ruled by electric forces, the theory of gravity cannot be directly transferred to describe
the movements of charges unless the theory is adapted appropriately. This gives rise to the need
for repairing the blended theories produced by analogical reasoning, e.g., using the reformation
algorithm, to diagnose and repair inappropriate alignments between two ontologies [9].

Existing studies have focused on the formalism of analogical reasoning and theory repair. In
the HDTP framework [10], analogies can be formalised by mapping terms from a source theory
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to a target theory. Such mappings can be applied to existing logical rules in the source theory,
leading to new rules in the target theory. Apart from HDTP, faulty theories may be repaired
using the reformation algorithm supported by the ABC theory repair system [11, 12, 13, 14, 15],
which revises logical rules by enabling expected rule applications and disabling unexpected
ones. However, as reformation uses the pure symbolic unification [16] that deals with predicates
rather than numbers, numerical expressions may not be appropriately repaired.
In this work, we intend to develop a model that formalises human analogical reason. As

there are many prior studies [17, 18, 10, 8] on how to compute analogy mappings, our work
focuses on a post-processing algorithm that repairs faulty analogy mappings. We start from
extending reformation to automate the repair of faulty numerical equations produced by human
analogy, whereas the automation of the whole analogy process is considered as future work.
Numerical equations are of great importance in natural science and engineering as they can be
used to formalise data, simplify problems and make calculations. The integration of reformation
and numerical computation is likely to expand the application of theory repair in real world
problems. Although our approach is work-in-progress and not fully implemented, at the first
stage, we have the following contributions:

• The reformation algorithm is extended to repair numerical equations.
• The algorithm is used to automatically repair an analogical blend of gravity and electro-
static force.

2. The Reformation of Numerical Equations

Analogous numerical equations are often used in our life. For instance, when shopping online,
people may compare products by functionalities and prices, i.e., people use equations of cost-
performance ratio to score the products in mind. To compare two products, their information
needs to be aligned, so that they can be scored by similar equations. Our earlier work [9] gives
some insight on how to align two product models and use reformation to make the alignment
consistent.

We will show that similar techniques can also be used to develop a physical theory of a new
domain from one for an old domain. For instance, in electrical engineering, power flows are
considered similar to water flows, so that many equations, e.g., those of potential energy, work
and wave, can be adapted to model both power grids and hydropower systems. The correctness
of the adapted equations is judged using real-world data. Due to combinatorial explosions,
adapting and judging equations is time-consuming for humans. We use reformation to automate
the process.
We extend reformation [13] to equational reasoning by introducing a numerical constraint

solver, e.g., the Z3 solver [19], into the unblocking function. During SLD-resolution [20], un-
blocking can repair faulty definite clauses by enabling wanted unifications, i.e., if the unification
of two compound terms 𝑓 (𝑠1, … , 𝑠𝑛) and 𝑔(𝑡1, … , 𝑡𝑚) fails, minimal changes will be applied to
the terms or their sub-terms to achieve a successful unification. If the terms can be numerically
evaluated, then the equation 𝑓 (𝑠1, … , 𝑠𝑛) = 𝑔(𝑡1, … , 𝑡𝑚) can be solved using the Z3 solver. If the
solver fails, then the equation will be weakened by various repair operators, such as replacing
constants with unknowns and introducing new functions with unknowns. The weakened



equations can be solved by the solver to determine the values of unknowns. By replacing the
original equation with the weakened equation, the unification becomes successful.
The proposed approach is implemented as a resolution module and an equation repair

module.1 The resolution module, based on SWI-Prolog [21], can recursively resolve goal
problems into sub-problems by user-specified rules until no rules can be applied. The equation
repair module, based on Z3 [19] and Python [22], can try to solve equations in the sub-problems
and repair unsolvable equations. The suggested repairs are applied to the user-specified rules,
resulting in a set of updated rules that will be checked by the resolution module. With the
implementation, we suggest the following steps to achieve equation transfer and repair.

1. A source theory and a set of analogical relations are provided by humans to obtain a
blended theory.

2. A set of target data is provided by humans to verify the blended theory.
3. If any target data results in failed proofs, then reformation is used to unblock the proofs,

which causes any equations violating the target data to be repaired.

3. Case Study: Gravity and Electrostatic Force

Gravity and electrostatic force seem to be analogous as both of them act on objects without
actual contact. Gravity is subject to masses and positions of objects, whereas electrostatic force
is subject to charges and positions of objects. However, gravity only attracts objects, whereas
electrostatic force can either attract or repel objects. The following process shows how to use
reformation to adapt Newton’s equation of gravity to Coulomb’s equation of electrostatic force.
Given the equation of gravity as the source theory:

𝑀𝑎𝑠𝑠(𝑝1, 𝑚1) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝1, 𝑥1, 𝑦1, 𝑧1) ∧ 𝑀𝑎𝑠𝑠(𝑝2, 𝑚2) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝2, 𝑥2, 𝑦2, 𝑧2) ⟹

𝐺𝑟𝑎𝑣𝑖𝑡𝑦(𝑝1, 𝑝2) =
6.67 × 10−11 ⋅ 𝑚1 ⋅ 𝑚2

(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Magnitude

⋅
(𝑥2 − 𝑥1, 𝑦2 − 𝑦1, 𝑧2 − 𝑧1)

√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Direction

(1)

𝑀𝑎𝑠𝑠(𝑝, 𝑚) means that a point-like object 𝑝 has mass 𝑚. 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝, 𝑥, 𝑦 , 𝑧) means that the
coordinate of the object 𝑝 in a 3D space is (𝑥, 𝑦 , 𝑧). 𝐺𝑟𝑎𝑣 𝑖𝑡𝑦(𝑝1, 𝑝2) is the gravity that an object
𝑝2 acts on another object 𝑝1, which is a 3D vector with a magnitude and a direction. By
analogical relations 𝑀𝑎𝑠𝑠 ↦ 𝐶ℎ𝑎𝑟𝑔𝑒 and 𝐺𝑟𝑎𝑣 𝑖𝑡𝑦 ↦ 𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒, a blended theory can be obtained:

𝐶ℎ𝑎𝑟𝑔𝑒(𝑝1, 𝑞1) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝1, 𝑥1, 𝑦1, 𝑧1) ∧ 𝐶ℎ𝑎𝑟𝑔𝑒(𝑝2, 𝑞2) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝2, 𝑥2, 𝑦2, 𝑧2) ⟹

𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒(𝑝1, 𝑝2) =
6.67 × 10−11 ⋅ 𝑞1 ⋅ 𝑞2

(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2
⋅

(𝑥2 − 𝑥1, 𝑦2 − 𝑦1, 𝑧2 − 𝑧1)

√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2
(2)

𝐶ℎ𝑎𝑟𝑔𝑒(𝑝, 𝑞) means that a point-like object 𝑝 has charges 𝑞. 𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒(𝑝1, 𝑝2) is the electrostatic
force that a charged object 𝑝2 acts on another charged object 𝑝1. The blended theory is expected
to prove a goal that represents target data:

𝐶ℎ𝑎𝑟𝑔𝑒(𝑃1, 4 × 10−8) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑃1, 0.1, 0, 0) ∧ 𝐶ℎ𝑎𝑟𝑔𝑒(𝑃2, 4 × 10−8) ∧
𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑃2, 0, 0, 0) ⟹ 𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒(𝑃1, 𝑃2) = (1.4384 × 10−3, 0, 0)

(3)

1The source code is available via https://github.com/cchrewrite/Numerical-Equation-Repair.

https://github.com/cchrewrite/Numerical-Equation-Repair


During the resolution to the goal, the equation 𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒(𝑃1, 𝑃2) = (1.4384 × 10−3, 0, 0) fails. To
weaken the equation, the constant 6.67 × 10−11 is replaced with an unknown 𝑘 and solved by
the constraint solver, leading to the following repaired theory with 𝑘 = −8.99 × 109:

𝐶ℎ𝑎𝑟𝑔𝑒(𝑝1, 𝑞1) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝1, 𝑥1, 𝑦1, 𝑧1) ∧ 𝐶ℎ𝑎𝑟𝑔𝑒(𝑝2, 𝑞2) ∧ 𝑃𝑜𝑠𝑖𝑡 𝑖𝑜𝑛(𝑝2, 𝑥2, 𝑦2, 𝑧2) ⟹

𝐸𝑙𝑒𝐹𝑜𝑟𝑐𝑒(𝑝1, 𝑝2) =
− 8.99 × 109 ⋅ 𝑞1 ⋅ 𝑞2

(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2
⋅

(𝑥2 − 𝑥1, 𝑦2 − 𝑦1, 𝑧2 − 𝑧1)

√(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2
(4)

The repaired theory fits Coulomb’s equation of electrostatic force as the revised parameter
−8.99 × 109 fits Coulomb’s constant (𝑘𝑒 ≈ 8.99 × 109), which means that the equation transfer is
successful. The parameter is negative because charges are signed, i.e., positive charges attract
negative charges and repel positive charges, and vice versa.

4. Conclusions

We have demonstrated the feasibility for using reformation to repair numerical equations in
analogical blends, i.e., a failed unification with equations may be unblocked by weakening the
equations. This approach can repair a wide range of equations if they meet three requirements:

1. all variables in the equations can be instantiated by SLD-resolution and user-specified
rules,

2. all operators in the equations are supported by the constraint solver, and
3. the equations can be made true by finding alternative constants.

As the capability of equation repair is limited by constraint solvers, satisfiability of equations,
etc., wemay introduce symbolic constraint solvers and explore how to generally repair equations
in larger theories in the future. Additionally, combining with analogy mapping algorithms, our
approach will have potential applications in scientific knowledge discovery. In other words,
equations describing the characteristics of an object, e.g., a material, a species and a (natural or
social) phenomenon, can be transferred to describe another similar object. Our approach might
be used to automatically repair some transferred equations that violate real-world data, so that
the efficiency of research can be improved.
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